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Défauts, diffusion et corrélations magnéto-chimiques
dans les alliages de fer : études a partir des premiers
principes

Resumé

Mes recherches principales portent sur les propriétés des défauts dans les
systemes de métaux de transition (en particulier Fe) d’intérét pour I'énergie nu-
cléaire. L'objectif est de fournir des connaissances fondamentales sur les struc-
tures électroniques et les mécanismes a 1’échelle atomique (diffusion, formation
d’amas, ...) a l'origine du comportement macroscopique de ces matériaux mé-
talliques : ségrégation, précipitation, comportement mécanique, etc. Les dé-
fauts considérés comprennent les défauts élémentaires de 1'irradiation (lacunes
et atomes auto-interstitiels), les impuretés et solutés, ainsi que les défauts éten-
dus tels que les surfaces, les interfaces et les joints de grains. La plupart de mes
études portant sur les alliages de Fe, une attention particuliére est donc portée
aux interactions magnéto-chimiques.

Les études sont basées sur la théorie de la fonctionnelle de la densité (DFT),
mais sans s’y limiter. Dans de nombreux cas, des modeles et potentiels semi-
empiriques paramétrés sur la DFT sont utilisés pour des simulations a plus grande
échelle. En particulier, des modeles d’interaction sur réseau incluant explicite-
ment des variables atomiques et de spin sont développés, afin de prédire I'évolution
en température des propriétés thermodynamiques et cinétiques, notanment au
voisinage de la transition ordre-désordre magnétique.

Ce rapport d’"HDR résume certaines des parties les plus pertinentes de mes
travaux de recherche effectués en SRMP. Il aborde les propriétés des défauts
ponctuels structurels, ainsi que les solutés interstitiels et substitutionnels fréquents
dans les systémes a base de fer-a. Il décrit également mon approche récente en
modélisation et ses résultats sur la stabilité de phase, la formation des lacunes et
la diffusion atomique dans les alliages de Fe cubiques centrés et cubiques a face
centrés, prenant en compte les effets d’ordre, d’excitation et de transition mag-
nétique. Les résultats obtenus sont comparés, autant que possible, aux données
expérimentales disponibles.
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First-principles based studies for defects, diffusion and
magneto-chemical interplay in Fe alloys

Abstract

My main research topic concerns properties of defects in transition-metal (par-
ticularly Fe) systems of interest for nuclear-energy industry. The aim is to provide
fundamental knowledge on electronic structures and atomic-scale mechanisms
(diffusion, clustering...) at the origin of macroscopic materials behaviour: segre-
gation, phase ordering and precipitation, mechanical failure, etc. The defects con-
sidered include the elementary radiation defects (vacancies and self-interstitial
atoms), impurities, solutes, and extended defects such as surfaces, interfaces and
grain boundaries. Since most of my studies concern Fe alloys, a particular atten-
tion is paid to the magneto-chemical interplay.

The studies are based on density functional theory (DFT), but not limited to
it. In many cases, DFT informed semi-empirical models and potentials are em-
ployed for larger scale simulations. In particular, on-lattice effective interaction
models including explicitly both atomic and spin variables are developed, in or-
der to predict temperature evolution of thermodynamic and kinetic properties
across the magnetic order-disorder transition.

This HDR report summarizes some most relevant features of my research
work performed at SRMP. It addresses properties of structural point defects, and
common interstitial and substitutional solutes in a-Fe systems. It also describes
my recent modelling approach and results on phase stability, vacancy formation
and atomic diffusion in bcc and fec Fe alloys, accounting for magnetic ordering,
excitation and transition effects. The obtained results are compared, as much as
possible, with available experimental data.
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Chapter 1

Introduction

Iron alloys such as ferritic and austenitic steels are widely used in numerous
technological areas including the nuclear-energy industry. Although their macro-
scopic behavior such as phase stability and mechanical properties are extensively
investigated over decades, there are still several open questions concerning the
electronic- and atomic-scale origin of the observed materials behavior, especially
properties driven by magnetism and those related to the kinetic and out-of-equilibrium
processes. They are often not directly accessible via experiments. First-principles

DFT based studies are powerful tools to provide useful information, contributing

to interpret and complement experimental results.

This HDR report gives a brief summary of three relevant chapters of my re-
search work in this field, since my arrival at SRMP, CEA Saclay in late 2002.
I choose to focus it on our DFT based predictions of magneto-chemical phase
stability and transition, as well as diffusion and clustering properties of point-
defects and solutes in bcc and fcc Fe systems. The objective of these studies is
to contribute to a more accurate theoretical description of thermodynamic and
kinetic properties of the ferritic and austenitic alloys in thermal equilibrium and
under irradiation. This report is certainly not exhaustive. In particular, one of my
recent topic concerning properties of carbides in Fe based alloys is not mentioned
in this document.

Chapter 2 deals with elementary structural point defects in a-iron, that is,
vacancies, self-interstitial atoms and their small clusters. In fact, when I joined
SRMP, there was relatively little DFT-level knowledge on properties of the points
defects in Fe based systems. For instance, even the diffusion mechanism of a sin-
gle self-interstitial atom (SIA) in pure a-Fe was not fully established. There were
also some long-lasting debates, based on various complementary experiments,
related to the activation energies of mono-vacancy and vacancy clusters. Our
DEFT based studies contributed to solve such open questions.

Chapter 3 addresses diffusion and clustering of interstitial and substitutional
solutes in bcc Fe systems. These properties play a key role to control the kinetics
of microstructural evolution in materials. I show here a systematic comparison of



properties of carbon, nitrogen and oxygen, the most common interstitial solutes
in Fe systems, emphasizing the impact of their clustering with vacancies on their
diffusion. Among the substitutional solutes, I focus on the oversized solutes and
the specificity of their diffusion. Then, a detail description is devoted to He and
H elements in Fe, due to their production under high-energy neutron irradiation.

In chapters 2 and 3, the defects and solutes properties are investigated in bcc
Fe systems by adopting a ferromagnetic (FM) order for the underlying Fe lat-
tice. Chapter 4 is dedicated to the exploration of the impact of magneto-chemical
interplay on thermodynamic, vacancy formation and atomic diffusion proper-
ties in bcc and fcc Fe alloys. On one hand, we address low-temperature effects
such as magnetic frustration and local environment dependence of solute mag-
netism, via DFT beyond the usual collinear approximation. On the other hand,
we improve the finite-temperature description of Fe alloys through the consider-
ation of thermal magnetic excitations and magnetic transitions. To this end, an
efficient DFT based spin-atomic Monte Carlo approach has been developed. An
appropriate treatment of the finite temperature magnetism is particularly impor-
tant for addressing properties in austenitic Fe alloys, since they are usually in a
paramagnetic (PM) state at temperatures of technological interest.

At the end of each chapter, I mention and acknowledge the collaborations
involved in the studies. Also, the most representative publications (with their
abstract) are listed.

Finally conclusions are given in Chapter 5 together with some perspectives.

I also have to mention that, I am definitely not exhaustive when citing liter-
ature references. This is because I mainly pretend to provide a summary of our
own studies in this HDR report. However, there is always an extensive quoting
of references in our published papers linked to the reported results.



Chapter 2

Structural point-defects in «-Fe

Microstructural evolution of structural materials in nuclear reactors is largely dic-
tated by properties of the most elementary defects created by irradiation, that is,
vacancy (V), SIA and their clusters. Key properties of these defects include: the
low energy configurations, their migration mechanisms, and the way they form
clusters. It is worth mentioning that generally such atomic-scale information can-
not be directly obtained by experiments. Thus, accurate modeling and simulation
come to be essential.

Among various possible theoretical approaches, electronic-structure based first
principles study is clearly the most powerful one for the study of defects in iron-
base systems, particularly because the FM order is indispensable to stabilize the
bce structure of Fe, and it also affects significantly properties of defects in iron
systems [1, 2]. In addition, electronic-structure analysis can evidence the change
of the nature of inter-atomic interactions e.g. in the presence of impurities such as
carbon and nitrogen [3]. Even though the application of first principles studies in
the topic of irradiation defects is considered as routinary nowadays. it was still
rare before the 21st century. Below, I summarize our first studies on point lattice
defects in FM bec iron. All the results shown here are obtained from collinear spin
polarized DFT-generalized gradient approximation (GGA) calculations using the
SIESTA [4] code.

2.1 Self-interstitial atoms in a-Fe

An example illustrating the relevance of DFT to predict defects properties in met-
als concerns the energetics and mobility of single SIAs in a-iron.

Extensive studies prior to 2003 applying empirical embedded-atom potentials
predicted that the <110> and <111> dumbbell configurations of SIAs in Fe are
very close in energy, and that SIAs migrate via very fast one-dimensional motion
of the <111> dumbbell, combined with occasional thermally activated reorienta-
tions [5]. This is indeed true for most of bcc metals, where the SIA migration en-



ergies given by experiments are quite small, around 0.1 eV. This widely accepted
energetic landscape has however been questioned by early DFT calculations for
the case of bcc Fe [6]. They showed an unexpectedly large energy difference be-
tween the ground state <110> and the <111> dumbbells, namely 0.7 eV This large
value makes a migration via the <111> dumbbell incompatible with the experi-
mental value (0.30 eV) of the SIA migration energy [7] (Fig. 2.1). We have there-
fore investigated via DFT various migration mechanisms and determined that
the most favorable mechanism corresponds to the first-nearest-neighbor (1nn)
translation- rotation jump , with a migration energy, of 0.34 eV (Fig. 2.1) in ex-
cellent agreement with the experimental value. This mechanism, implies a fully
three-dimensional migration of SIAs. Curiously, it has been also suggested in an
early study via empirical inter-atomic potential (EP) based on elastic properties
[8]. It is worth mentioning that such a particular SIA migration behavior in bcc Fe
(due to the large energy difference between <110> and <111> dumbbells) seems
to be closely connected to magnetism [9], that is, the <111> dumbbell, located
along the densest direction of a bcc crystal, induces a more important decrease
of local magnetic moments on the SIA, which contributes to increase its energy.
At variance, there is a local anti-ferromagnetism around the <110> dumbbell but
with a significantly larger moment magnitude [10]. Indeed, a non-magnetic (NM)
structure has a much larger energy than an anti-ferromagnetic (AF) structure in
bcc Fe [11].

Like in most bcc metals, it is energetically favorable that vacancies and SIAs
form clusters, respectively. What is again particular in Fe is that small SIA clus-
ters made of parallel <110> dumbbells have lower formation energies than those
made of <111> SIAs, up to a size of around 4 SIAs [12]. These very small <110>
interstitials show rather high mobility. For instance, both di- and tri-interstitials
have almost the same migration energies (around 0.42 eV) via the same translation-
rotation jump like the mono-interstitial. These migration barriers are also in
quantitative agreement with experimental evidences [7]. It is worth mentioning
that, besides these highly mobile configurations, more recent atomistic simula-
tion results have also proposed another family of small SIA clusters with a ring
structure [13], which may be similar or even slightly lower in energy than the
current parallel- <110> clusters, but exhibiting a low mobility.
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Figure 2.1: Calculated energy barrier for the translation-rotation mechanism of
the <110> dumbbell in a-Fe, its rotation to a <111> direction, and the one-
dimensional migration, between thr <111> dumbbell and the <111> crowdion
configurations.

2.2 Vacancy and small vacancy clusters

The lowest-energy configuration of vacancy clusters in a-Fe shows rather a three-
dimensional compact structure. We have shown that the small vacancy clusters
migrate by successive nearest-neighbor mono-vacancy jumps [14]. Their mobil-
ity is in principle expected to decrease with their size. However, the smallest
clusters may behave differently. Indeed, we have obtained low migration ener-
gies for the V,, V3 and Vj clusters (respectively 0.62, 0.35 and 0.48 eV), which are
even lower than the calculated barrier for a mono-vacancy (0.67 eV) [14]. Fig. 2.2
shows the mechanism for the V3 migration, where this cluster can migrate while
keeping its ground-state configuration. Its low energy barrier can be, at least par-
tially, explained by this geometrical reason. As will be described in Chap. 3, the
fast migration of the V3 cluster can also play a relevant role in dragging impu-
rities towards sinks. Interestingly, a very recent experimental study measuring
the growth rate of SIA loops in a-iron [15] derived an effective vacancy formation
energy of around 0.52 eV, which is fully compatible with our calculated average
migration energy of V to V; clusters, being 0.53 eV.
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Figure 2.2: Schematic representation of the lowest energy migration mechanism
of a tri-vacancy cluster in a-Fe. The empty cubes symbolize the vacancies.

2.3 Comparison with experimental data

It is always challenging to directly compare atomistic modeling results with ex-
perimental observations. As described above, several DFT results appear to be in
good agreement with experimentally derived values. In order to go one step far-
ther in the comparison, we tried to simulate a specific experiment with the whole
set of our DFT data (thanks to a collaboration with various SRMP colleagues).
The experiment chosen consists in electrical resistivity recovery measurements
in ultra-high purity and carbon doped bcc iron [7]. After low temperature elec-
tron irradiation and along the isochronal annealing, various thermally activated
processes come into play, inducing abrupt decrease of the electrical resistivity,
producing the so called "recovery stages".

The whole set of defects interaction and migration energies from DFT was
used as input data of an event-based kinetic Monte Carlo model for a real-time
simulation [14, 16]. As a result, all the experimental recovery stages have been
successfully reproduced. Moreover, the mechanisms responsible for those stages
have been clearly identified. Concerning the self-interstitial type defects, we con-
firmed the migration of mono-interstitials (stage I) via the translation-rotation
mechanism of the <110> dumbbells, as predicted by DFT. We have also shown
that both di- and tri-interstitials contribute to the stage of the SIA cluster migra-
tion (namely stage II). Another key result from the simulation is to provide strong
evidence that the very controversial stage III is due to the migration of vacancy
and small vacancy-type clusters. As mentioned above, V; to Vj clusters exhibit
migration energies even lower than that of a mono-vacancy, they are therefore im-
mediately mobile when formed as a result of vacancy migration at stage III. These
small V), clusters can perfectly play the role of the anisotropic defects detected by
Magnetic After Effect (MAE) experiments at the stage III [17]. It is important to
stress that, the resistivity recovery and the MAE experimental data could not be
compatible if only the mono-vacancy but not the small V' clusters contribute to
the Stage IIL

In addition to the pure iron case, an excellent experimental-modelling agree-
ment in C-doped Fe [16] gives further confidence on the DFT predictions to ex-
plain the physical mechanisms at the origin of the recovery stages. For instance,



the suppression of the stage I confirms the attractive interaction between C and
the SIA. Also, successful simulation of the high temperature stages, that is, sup-
pression of the stage IIl and the emergence of the even higher temperature stages,
support quantitatively the DFT predictions on the decrease of effective mobility
of vacancy and small vacancy clusters due to carbon (see details in Sec. 3.1).

It is worth mentioning that even though the resistivity recovery experiments
allow to access to activation energies for point defects, their interpretation is not
trivial. One example to illustrate this concerns the nitrogen doped a-Fe after pro-
ton irradiation. Very recently, a joint experiment and DFT-informed rate-theory
simulations confirmed the DFT predicted strong nitrogen-vacancy binding) [18],
and refuted previously proposed about 10 times smaller N-vacancy binding, the
latter being derived only from experimental recovery measurements [19].

2.4 Associated collaborations and publications

Please find below the two publications (P2.1 and P2.2) the most representative of
the studies described in this chapter. These studies were the first ones I carried
out at SRMP, and thanks to a very nice collaboration I had with all the co-authors
of these papers. I want to acknowledge particularly to F. Willaime (advisor of
my postdoctoral stay at SRMP) and J. Dalla Torre. More recently, there were also
interesting collaborations with T. Jourdan and G. Apostolopoulos (Greece) on the
simulation and interpretation of resistivity recovery stages in C and N doped Fe.

¢ P2.1: Stability and mobility of mono-and di-interstitials in a-Fe
CC Fu, F Willaime, P Ordejon, Phys. Rev. Lett. 92, 175503 (2004),
https:/ /doi.org/10.1103 /PhysRevLett.92.175503.

Abstract: We report a detailed ab initio study of the stability and migra-
tion of self-interstitial atoms (SIAs) and di-interstitials (di-SIAs) in a-Fe.
The (110) dumbbell is confirmed to be the most stable SIA configuration,
0.7 eV below the (111) dumbbell. The lowest-energy migration path cor-
responds to a nearest-neighbor translation-rotation jump with a barrier of
0.34 eV. The most stable configuration for di-SIAs consists of (110) parallel
dumbbells. Their migration mechanism is similar to that for SIAs, with an
activation energy of 0.42 eV. These results are at variance with predictions
from existing empirical potentials and allow one to reconcile theory with
experiments.

e P2.2: Multiscale modelling of defect kinetics in irradiated iron

CC Fu, ] Dalla Torre, F Willaime, JL Bocquet, A Barbu Nature materials 4,
68 (2005),

https:/ /doi.org/10.1038 /nmat1286.



Abstract: Changes in microstructure and mechanical properties of nuclear
materials are governed by the kinetics of defects produced by irradiation.
The population of vacancies, interstitials and their clusters can however be
followed only indirectly, for example by macroscopic resistivity measure-
ments. The information on the mobility, recombination, clustering or disso-
ciation of defects provided by such experiments is both extremely rich and
difficult to interpret. By combining ab initio and kinetic Monte Carlo meth-
ods, we successfully reproduce the abrupt resistivity changes—so-called re-
covery stages—observed upon annealing at increasing temperatures after
electron irradiation in a-iron. New features in the mechanisms responsible
for these stages are revealed. We show that di-vacancies and tri-interstitials
contribute to the stages attributed to mono-vacancy and di-interstitial mi-
gration respectively. We also predict the effect of the unexpected low mi-
gration barriers found for tri- and quadri-vacancies, and discuss the chal-
lenging questions raised by the mobility of larger defect clusters.



Chapter 3

Diffusion and clustering of solutes in
Fe systems

After addressing the lattice defects in pure Fe, I summarize in this Chapter our
most relevant studies on impurities and solutes in FM bcc Fe. I mainly focus
on: diffusion and clustering with vacancies of common interstitial elements (C,
N, O) in Fe (Sec. 3.1), vacancy mediated diffusion of standard and oversized
substitutional solutes (Sec. 3.2), and the behavior of He and H atoms in Fe bulk
and grain boundaries (GBs) (Sec. 3.3).

All the studies were DFT based. In various cases, a combination with em-
pirical models and potentials for larger-scale molecular dynamics (MD), Monte
Carlo (MC) or Rate Theory type simulations were applied. The DFT calcula-
tions were performed using mainly the SIESTA [4] code within the GGA and the
collinear magnetism approximation. The bcc Fe matrix was assumed to be fully
ferromagnetic.

3.1 Interstitial solutes in a-iron

First, we have performed a systematic DFT study on the behavior of interstitial
solutes X (X = C, N or O) in a-Fe [3]. We have shown that the decreasing strength
of the X—Fe interactions, from C to O, is mainly dictated by the respective elec-
tronic configuration around the solutes rather than by their known atomic radius.
It can be seen from Fig. 3.1 a covalent interaction between Fe and C, a very local-
ized charge around the O atom reflecting an ionic interaction, and an intermedi-
ate behavior for the Fe-N interaction. The Voronoi volume of the solutes in bcc
Fe, controlled by the X-Fe interaction strength, is indeed a relevant parameter
characterizing for instance the vacancy-solute interaction: the larger the solute
Voronoi volume, the stronger the V-X binding.

Next to vacancies, the competition between available free volume effects and
X-Fe interaction results in the preference of the solutes to occupy off-centered
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Figure 3.1: Differential electronic density distributions (in eV / A3) at the (010)
plane) for (a) C, (b) N, and (c) O at the lowest-energy octahedral solution site. We
show the distribution around the solutes and their 1nn Fe atoms.

sites, decorating the mono-vacancy and vacancy clusters. But, solutes forming
VX clusters (with n vacancies and m solutes) behave differently depending on
their electronic configurations, in particular, the formation of C dimers is highly
energetically favorable due to the strong covalent bond between the two C atoms.
Such a configuration is not seen with neither N nor O (Fig. 3.2).

It is interesting to go into some details about the energetics of clusters with
an increasing number of C solutes around a vacancy (VC,,). Fig. 3.3a shows
the lowest-energy configuration for small VC,;, clusters (m =1 to 4), and the en-
ergy balance for the VC,,_1 + C — VC,, reaction is represented in Fig. 3.3b. The
binding energy (E”) associated to the reaction can be better understood by split-
ting it into two contributions, namely "Mechanical" and "Chemical" [20], where
the "Mechanical” contribution accounts for the energy variation associated to the
lattice distortion (or atomic relaxation) when moving a C from its bulk octahedral
site to the near-vacancy site. This energy, dictated by the available free volume
around the vacancy for C, decreases linearly with increasing number of C around
the vacancy. The "Chemical" contribution represents the variation of system en-
ergy related to the removal of C from its initial bulk site and the insertion to its
final near-vacancy site keeping all Fe atoms frozen. This energy has the same
variation shape as the E?, showing a maximum due to the C dimer formation in
VC,. Some electronic configuration analysis reveals a decrease of covalency in
C-C bonds with more than two C atoms, while there is an increase of charge ac-
cumulation between C and Fe atoms. This behavior explains the decrease of the
"Chemical" energy from VC, to VCy.

Fig. 3.4 shows the binding energy associated to the formation of small V;, X,
clusters. Due to a much stronger V-O binding and significant O-O attraction, the
ViOp—1 + O — V,0p binding energies are generally around 1 eV higher than
the corresponding values for C and N. Because of the formation of C dimers, the
binding energy for V,,C,, clusters exhibits systematically a maximum if the cluster
contains an even number of C atoms.

Based on the DFT calculated set of small V}, X, cluster binding energies, we
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Figure 3.2: Schematic representation of the lowest energy configurations obtained
for: (a) VC, and (b) VO, (and VNy) clusters in a-Fe.
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Figure 3.3: (a) Schematic representation of the lowest energy configurations for
VC,, complexes (m =1 to 4), where cubes, gray and black spheres denote vacan-
cies, Fe and C atoms respectively. (b) "Chemical" and "Mechanical" contributions
and the resulting binding energy (E’) for a VC,, complexes. The considered re-
action is VCy,_1 + C — VC,;, with m =1 to 4. Positive binding energy means
exothermic reaction.

have parameterized an interaction model considering vacancies and solute atoms
in a bce Fe lattice, including 2-, 3- and 4-body interaction terms [3]. Thanks to a
collaboration with T. Schuler and M. Nastar and via the interaction model, we
have extended the DFT results by generating an extensive set of VX, cluster
configurations and estimated their energy. Then, by applying statistical mechan-
ics calculations using these clusters data, we have evidenced that a very small
amount (probably undetected experimentally) of O and N impurities in a-Fe can
be responsible for drastic changes of vacancy concentrations, inducing large de-
viations from an Arrhenius behavior even at low temperature. This finding is
fully compatible with existing experiments, and changes the common vision that
C has the dominant effect among the common interstitial impurities [21].

The high energetic stability of the small VX, clusters (Fig. 3.4) motivated
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us to investigate migration mechanisms and barriers for these clusters without
dissociation via DFT [22]. Clusters containing any of the three solutes (C, N,
O) exhibit similar diffusion characteristics, that is, VX and VX5, which are the
dominant clusters at thermal equilibrium, show a quite low mobility (Fig. 3.5).
Therefore, the solute monomers are essentially the only species responsible for
the mobility of the solutes in equilibrium conditions. On the other side, V> X and
V3X clusters are found to be overall more mobile. In particular, by comparing
the effective migration energies, V3X is systematically the most mobile cluster for
X =C, N, and O (Fig. 3.5) as well as for X = H [23]. The interstitial solutes follow
the migration of the tri-vacancy through successive jumps while staying bound to
at least one of the vacancies. This high mobility of V3X relies on the high stability
and mobility of the compact tri-vacancy V3 in a bee lattice. This is indeed the case
of bcc Fe [14] and bce Nb [22].

In the present case of iron, we find that, very interestingly, V30 may be as
mobile as the octahedral oxygen, and V3C may be even more mobile than an iso-
lated C atom. Therefore, at variance with common beliefs, trapping of interstitial
solutes by vacancies does not necessarily reduce their mobility.

In order to illustrate the impact of the attraction between vacancies and the
interstitial solutes, we have applied a simple thermodynamic model to evalu-
ate the effective vacancy diffusivity in bcc Fe systems containing the equilibrium
concentration of free vacancies and a significantly larger amount of C atoms. In
the simple model, we considered the presence of VC and VC; clusters in addi-
tion to C solutes and mono-vacancies. Based on our DFT results, the two types of
clusters were assumed immobile [20]. The resulting effective vacancy diffusion
coefficients (Fig. 3.6) show a non-Arrhenius behaviour even with only 1.2 appm
of C. These results reveal the relevant role of small vacancy-carbon clusters, in
particular the VC,, to decrease vacancy mobility in a-Fe at relatively low temper-
atures. In principle, the highly stable small vacancy-N and vacancy-O clusters
can also have the same effect reducing vacancy diffusivity. Additional simula-
tions could be performed to confirm this.
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Figure 3.6: Predicted effective vacancy diffusion coefficients versus reciprocal of
temperature in a-Fe with four distinct C concentrations, from 0 to 120 appm.

3.2 Substitutional solutes and alloying elements

The so-called vacancy mechanism is generally the dominant diffusion mecha-
nism for the host atoms, and the substitutional solutes and alloying elements in
transition-metal systems. This is the case for bcc Fe based systems without irradi-
ation. The standard vacancy mediated diffusion consists in successive exchanges
of Inn atom-vacancy pairs.

It is well known that, for a pure or an extremely dilute system, the tracer
self and solute diffusion coefficients can be determined via simple expressions
(Egs. 3.1 and 3.2). In particular the solute correlation factor (fp) can be well ap-
proximated by an analytical function of distinct (limited) vacancy-atom exchange
frequencies around the solute, based on the Le Claire model [24-26].

The tracer diffusion coefficient of A atoms in the A matrix (D* for self-diffusion)
can be written as [27, 28] :

D4* = a*fox,T 4 (3.1)

where 4 is the lattice constant, fj is the self-diffusion correlation factor (0.727
for a bec lattice [25]), x, is the vacancy concentration. I'4 is the Inn vacancy-atom
exchange frequency, equal to v exp(;TE}n ), with v, the attempt frequency, E” the
energy barrier for the exchange, and kg and T are respectively the Boltzmann
factor and the absolute temperature.

Similarly, the solute (B) tracer diffusion coefficient in an "A-element" matrix
in the dilute limit can be expressed as [27, 28]:

Gb
&7

where G' is the solute-vacancy binding free energy at a Inn distance, fp is the

DIBq* = IZZXU exp fBFB (32)
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solute correlation factor, and I'p is the 1nn solute-vacancy exchange frequency.

We have considered solutes such as Cu, Al, Ti, Cr in FM bcc Fe [29-33]. The
atom-vacancy exchange frequencies were determined via DFT-GGA calculations.
When considering alloys beyond the dilute limit, the diffusion coefficients and
other diffusion driven properties (e.g. kinetic of phase decomposition) were cal-
culated via DFT parameterized on-lattice kinetic Monte Carlo (kMC) simulations.
As an example, the DFT-kMC study, in close collaboration with F. Soisson, re-
vealed the importance of highly mobile Cu nano-clusters on the kinetics of Cu
precipitation in bec Fe [29]. A similar approach also pointed out the relevance of
including magnetic transition for a correct prediction of the « — &’ decomposition
kinetics in Fe-Cr [31, 34].

Besides the standard vacancy mechanism, some DFT calculations predicted an
atypical behaviour for oversized solute atoms (OSAs) in bec and fec iron. These
OSAs include the transition metal elements at the beginning of the series (Sc,
Y, Lu, Zr and Hf), due to their big atomic size compared with the host atoms
[35-37]. Also, the noble-gas elements can behave as OSAs in a transition-metal
lattice, because of the strong repulsion with the host atoms which creates a large
effective solute volume. This is e. g. the case of helium in bec Fe [38]. At variance
with standard substitutional solutes in a cubic lattice, due to an expected very
strong attraction with vacancies, an oversized solute atom next to a vacancy tends
to form a tightly bound complex (Fig. 3.7 middle), in which the solute sits in the
middle of the two 1nn vacancies..

It is clear that the diffusion of the OSAs cannot be carried out via the standard
vacancy mechanism. In close collaboration with J.-L. Bocquet, we proposed a new
approach [37] that includes a new mechanism for a quantitative determination of
diffusion properties of the OSAs in bec and fcc lattices. The main idea is to split
the OSA trajectory into macrojumps (Fig. 3.7), providing a simple way to define
the quadratic displacement and the macrojump frequency.

Some oversized solutes can act as important alloying elements in advanced
steels, which is the case of yttrium in ODS (oxide dispersion strengthened) steels.
We applied our developed approach to the case of yttrium diffusion in bcc and
fcc iron, based on low-energy configurations and migration barriers from DFT
data [37].

Under thermal vacancy conditions, yttrium is found to diffuse a few orders
of magnitude faster than iron in the two structures (Fig. 3.8). To the best of our
knowledge, there is no tracer diffusion experimental data available for Y in pure
iron. Our prediction is opposite to previously reported Y diffusion coefficients,
indirectly deduced from experimental data in ODS-FeCr alloys based on the ki-
netics of the nano-particle precipitation [39]. A plausible explanation of the ap-
parent discrepancy can be stated as follows: the fabrication process of the ODS
steels incorporates a large supersaturation of dislocations, grain-boundaries, va-
cancies and oxygen atoms. A significant amount of vacancies and oxygen atoms
remains in the solid solution during the precipitation, and they strongly bind to
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Figure 3.7: OSA diffusion mechanism (a macrojump) in a bcc lattice (represented
by yttrium in iron). The left panel shows a vacancy arriving at a Inn site of the
OSA. Then, the OSA spontaneously relaxes to the mid-point between two va-
cancies forming a stable complex (middle panel). Finally, a vacancy dissociates
from the complex (three possible jumps are indicated by arrows), while the OSA
moves to a new lattice site (right panel). Circle and square denote respectively
the OSA and the vacancy. The numbers in the right panel indicate the neighbor
shell of the OSA.

Y leading to the formation of Y-vacancy and Y-O-vacancy clusters. These clusters
generally present very low mobility because the Y atoms (like He in Fe [38]) tend
to stay at the center of a vacancy cluster. The presence of such clusters decreases
significantly the effective diffusion coefficients of yttrium.

Besides the example of yttrium in iron, our proposed modelling method is
directly transferable to other OSAs in cubic lattices.

In addition to the diffusion coefficients, activation energies for the macro-
jumps can be derived. These energies can be then used to parameterize kMC
simulations with a twofold advantage: the simulations will not need to explicitly
account for the intermediate sites in the on-lattice model, and will be able to skip
the trapping-detrapping jumps included in a macrojump [37].

In addition to vacancy mechanisms, it is also important to consider SIA me-
diated diffusion under irradiation, for example via the diffusion of mixed dumb-
bells. Properties such as irradiation induced segregation can depend on the inter-
play between vacancy and interstitials fluxes dragging solutes towards (or away
from) dislocations, GBs and other sinks. Several studies on this topic exist in liter-
ature. I do not enter into details here, because only very few of my works concern
this topic [32, 40].
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Figure 3.8: Calculated tracer diffusion coefficients of yttrium and iron in FM bcc
and NM fcc Fe. Here the magnetic excitation and transition are not considered.

3.3 Helium in a-iron

In addition to intrinsic defects, i.e. vacancies (V) and SIAs, a large amount of He
and H are also produced by nuclear transmutation under high energy neutron ir-
radiation. Structural materials of future fusion devices may suffer from swelling,
intra- and inter-granular embrittlement due to the accumulation of He. As a first
and indispensable step to understand these macroscopic properties, the energet-
ics and diffusion of He atoms in a-Fe, as well as their interaction with structural
defects must be accurately addressed.

3.3.1 Bulk diffusion and clustering

Even though He is a close-shell element, many relevant questions are still worth
investigating using electronic-structure based methods, for instance, what is the
dominant nature of He-He and Fe-He interactions in a metal matrix such as bcc Fe
? and, what is the atomic-scale mechanism dictating the nucleation of bubbles ob-
served experimentally ? To address these issues, some early DFT calculations on
this topic, ,including our own studies [38, 41, 42] were focused on the stability of
He in substitutional and various interstitial sites, on the migration energies of He,
and on the interaction of He with vacancies and SIAs in a-Fe. All the DFT stud-
ies predicted that the most favorable solution site for helium is the substitutional
site, followed by the tetrahedral and then the octahedral sites. The energy differ-
ence between the substitutional and the tetrahedral site is rather small (around
0.2 eV). These results are at variance with those from previous EPs, proposing the
octahedral site to be more stable than the tetrahedral one. More importantly, a
much larger difference between the substitutional and the preferential interstitial
site was predicted., that is, 2.1 eV instead of 0.2 eV by DFT. As described below,
the discrepancy on such elementary energetic properties has a significant impact
on the diffusion properties of He in iron. Thanks to the DFT results, new empiri-
cal potentials were developed for an improved description of Fe-He interactions.
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It is woth mentioning that a simple repulsive pairwise Fe- He potential revealed
capable to capture the main features of He energetics in Fe as predicted by DFT

[43].
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Figure 3.9: (a) Schematic representation of the lowest-energy interstitial He, clus-
ters with n = 2, 3, 4 and 5, where the atoms are on their optimized positions, (b)
dissociation energy of an interstitial He (He;;;;) or a SIA from the He, clusters,
and (c) dissociation energy of a He;,;;, a SIA or a vacancy from He, V), clusters
versus He to vacancy ratio, n/m. Here n =0to 4, and m =1 to 4.
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Figure 3.10: Fraction of desorbed He (y-axis) as a function of isothermal anneal-
ing time (x-axis, in seconds). Comparison between experimental data from [44]
(symbols) and two sets of thoretical results (lines) by considering either (a) He in
pure bec iron, or (b) He in iron containing C impurities in the modelling.

The strong repulsion between Fe and He atoms is fully consistent with the
negligible solubility of He in iron. As a consequence, interstitial He atoms tend
to bind to each other although in the absence of vacancies or any other structural
defects. Indeed, the driving force of such He clustering is due to the Fe-He re-
pulsion rather than He-He attraction. The lowest-energy state of such small He,
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clusters (Fig. 3.9a shows rather a compact structure. As expected, the He clus-
tering induces a significant local lattice distortion. Interestingly, according to the
dissociation energies shown in Fig. 3.9b, the emission of a SIA creating a vacancy
is energetically more favourable than the emission of an interstitial He from a He,,
cluster with n > 4. This self-trapping of He atoms followed by the emission of
a SIA may constitute the initial stage towards the nucleation of He bubbles. For
instance, this mechanism is fully compatible with He bubbles observed at low
temperatures where vacancies in Fe are still immobile.

Another consequence of Fe-He repulsion, much more expected, is the ten-
dency of He clustering with vacancies. The lowest-energy structure and the sta-
bility of small He,V;, clusters were determined by DFT studies [38]. It is inter-
esting to note that the strength of binding between a defect (He;,,;, SIA or V) and
a cluster are shown to depend mainly on the He density, thta is, the n/m ratio
[38, 42], rather than the absolute He content of the He,, V},, cluster. At finite tem-
peratures, these clusters may change their n/m ratio by e.g. emitting He atoms,
SIAs or vacancies according to their respective dissociation energies. There are
also clear trends for the He (SIA, vacancy) dissociation energies from He, V), as
a function of n/m (Fig. 3.9¢). In particular, at variance with the He,, clisters, the
emission of a SIA from clusters containing at least one vacancy always requires
higher activation energies than the emission of interstitial He atoms. The over-
pressurized He,V;, clusters are therefore expected to emit He atoms while the
under-pressurized clusters emit vacancies, in order to attempt an optimal He/V
ratio, which is predicted to be about 1.3 based on DFT studies on the small clus-
ters. In practice, the situation would be of course much more complex. He con-
tent in bubbles would be strongly governed by the precise irradiation conditions
and the local microstructures, etc.

In order to understand the long range diffusion of He, the elementary mech-
anisms of He migration must be known. He can migrate almost athermally from
one interstitial site to another, requiring an energy barrier of only 0.06 eV [38].
In addition, other possible mechanisms — the vacancy, dissociative, replacement
(kick-out), and the exchange mechanism — have been proposed for decades and
described by Trinkaus et al. [45].

We have revisited with DFT the vacancy, the dissociative, and the kick-out
mechanisms for a substitutional He [38]. The fist mechanism requires an incom-
ing vacancy. Then, the He jumps to an interstitial position between the both va-
cancies forming a Hel, complex. Diffusion of the He atom by vacancy mech-
anism can be governed by the HeV, migration without a total dissociation[38],
which is a specific case of the macrojumps as described in Sec. 3.2. The corre-
sponding activation energy was estimated to be 1.1 eV. It is true that, in principle,
migration of larger HeV,, clusters may also contribute to the vacancy mechanism,
being the HeV3 a promissing candidate.

A substitutional He (He,,;) may also migrate via a dissociative mechanism.
The simplest picture can be drawn as follows: when a substitutional He dissoci-
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ates from its vacancy, it migrates between interstitial sites until being trapped by
another vacancy. The two important quantities for the dissociative mechanism
are therefore the interstitial He migration energy, and the energy difference be-
tween the Heg,;, and the He;,;. The former value is given by the tetrahedral He
migration energy (0.06 eV). Concerning the latter, DFT predicted a significantly
lower value than the one from previous EPs, which makes the dissociative mech-
anism much more probable to occur [38].

Besides these two mechanisms, a third one comes into play under irradiation,
that is, the kick-out mechanism, which may even become the dominant process
in the presence of abundant free-migrating SIAs. When a self-interstitial atom
approaches a substitutional He, a spontaneous recombination-replacement (kick-
out) reaction is expected to occur. We confirmed that the Heg,;, + SIA = He;;;
reaction implies a large energy decrease, namely 3.6 eV. In other words, the en-
ergy decreased by recombining a Frenkel pair (5.9 eV) largely overcomes the en-
ergy increase by moving a helium atom from a substitutional to a tetrahedral site
leaving an empty vacancy behind.

It is generally not trivial to make direct comparison between modeling and
experimental data. However, it is absolutely essential, on one side, to check the
validity of the numerous assumptions and approximations in the models and
theories. On the other side, the modeling results are useful to complement the
experiments by providing the detailed physical driving forces and mechanisms
behind the observed phenomena.

To better understand the behavior of He in iron, we have chosen to simulate
the thermal He desorption measurements during isothermal anneallings after He
implantation [44]. We have adopted a multi-scale modeling procedure, that is,
a Cluster Dynamics model has been parameterized using all the energetic and
mobility data obtained by our DFT study [46]. In this way, a real-time simulation
of the experiment were carried out. The results of such a simulation is indeed
an interesting example to illustrate how the modeling of an extremely simplified
system may or may not capture some of the main features of a real material under
a given experimental condition.

As a first attempt, the modelling only accounts for the He properties in pure
bce iron. As a result, significant underestimations of the desorbed He fraction
along the isothermal anneallings are observed (Fig. 3.10a). The disagreement
strongly suggests that Some relevant physical ingredients are missing in the model.

A very likely possibility concerns the presence of impurities. Indeed, no real
materials can be absolutely pure. In the particular case of Fe, it always contains
interstitial impurities such as C and N, from some tens to a few hundreds atoms
per million (appm). We have then performed a more realistic modeling by consid-
ering He in an iron matrix containing C impurities. [46]. Very interestingly, the
modeling-experiment agreement becomes significantly better as shown in Fig.
3.10b.

In fact, it is now widely accepted that C atoms trap vacancies in iron. Exper-
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imental data, on one side, indicated that a few amount of C may be sufficient to
decrease the effective vacancy mobility [7]. On the other side, DFT results also
proposed the formation of very stable carbon-vacancy complexes, for example
VC, and VC,, with a dissociation of around 1 eV or higher [3, 47]. Therefore,
vacancies are largely trapped by C atoms. The population of the smallest He-
vacancy clusters, and particularly the HeV (or Heg,;) tends to dominate over the
larger complexes in the presence of carbon. In this specific experiment, the disso-
ciative mechanism (He;,; + V <+ Hey,;,) for He diffusion was proposed to be the
dominant one [44], due to a rather high He/V ratio in the samples. The presence
of C appears to be able to enhance the effective mobility of He, and therefore, the
kinetics of He desorption [46].

3.3.2 Comparison helium-hydrogen

Hydrogen is often present in structural materials used for a wide variety of appli-
cations. The occurrence of hydrogen-assisted materials failure via embrittlement
and corrosion is well known. Also, as mentioned above, high energy neutron
irradiation (as occurring in fusion reactors) produces H in addition to He in the
Fe-based structural materials. Both of them interact with the lattice defects, par-
ticularly with vacancies. Our atomistic studies, which employ DFT and EP simu-
lations, provide insight into key elementary behavior of H in a-Fe [23, 48]. Below,
I summarize the main results and compare them with properties of He in iron.

Before addressing the physical properties, just a few words about the simula-
tion methods. In order to reach low-energy configuration and migration mech-
anism of hydrogen-vacancy clusters, we first applied MC simulations using EPs
for a systematic and efficient exploration. Then, the lowest-energy configurations
and paths found were used as inputs for DFT-SIESTA [4] calculations. All details
can be found in Ref. [23]. Please note that zero point energy corrections are im-
portant for calculations involving hydrogen. This is particularly true when cal-
culating solution energies and H migration barriers, and less so when calculating
binding energies because of compensation effects in the involved terms.

Concerning the dissolution of H in bcc iron, the most energetically favorable
site far from any lattice defect is the tetrahedral interstitial site. When trapped at
vacancies, at variance with He, H atoms do not move to the center of vacancies
but rather stay at a nearly octahedral site, decorating the vacancies.

In the bulk, H atoms migrate between tetrahedral sites with very low energy
barriers, at about 0.04 eV, giving diffusion coefficients that are in good agreement
with experimental data [23, 49]. Similar to the He case, the mobility of hydro-
gen is generally largely decreased due to the binding with vacancies. Further
diffusion of trapped H is expected to occur mainly by dissociation. However, the
H-tri-vacancy cluster is an exception (different from the He-tri-vacancy cluster).
This is due to the very low diffusion barrier of the tri-vacancy (V3) cluster in bec
Fe [14] and the off-centered position of H in the V3 cluster. The fast diffusion of
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Figure 3.11: Formation energy of H,,V, clusters as a function of number of va-
cancies 1 in the undersaturated region. The curves are calculated from a deduced
empirical law as described in Eq. 8 of [23], while data points are from atom-
istic simulations using an empirical potential. Planar-cluster curves are indicated
by dotted lines with filled square data points, while spherical-cluster curves are
solid with hollow circle data points. The formation energy is also a function of
the nummber of H atoms, m (curves shown for m = 0,10,50,100).

HV3 without dissociation suggests the relevant role of vacancies to drag H atoms
towards sinks such as dislocations and grain boundaries.

We have proposed two regimes of interest for hydrogen clusters/bubbles. In
the undersaturated regime, with low H-to-vacancy ratio, almost non-interacting
H atoms decorate the surface of a nano-cavity. They maintain a minimum H-H
distance of about 1.9 A. In this regime, we have determined that the compact
or spherical shapes of H;,V;, clusters are lower energy structures than planar and
linear configurations (Fig. 3.11). This behavior is similar to that of He;,V,, clusters
even though the arrangement of He and H atoms in the clusters is different.

On the other side, the oversaturated regime emerges once the surface sites
are all occupied by H atoms, and the H; molecule formation can occur in the
center of clusters as illustrated in Fig. 3.12. We have proposed a rather simple
model, with which we outlined a strategy for determining the saturation state
[48]. Although this model is built for H in bcc iron, the same concept should be
possible to generalize to other systems of interest.

3.3.3 Grain-boundary diffusion, clustering and embrittling ef-
fect of helium

Due to the very strong repulsion between Fe and He atoms in a-iron, it is ex-
pected that He tends to segregate to GBs where there is generally significant free
volume. Several properties of He in GBs, such as diffusion, clustering and their
impact on grain boundary (GB) decohesion are not fully understood. Below, I
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Figure 3.12: Schematic representation of a Hi2V cluster before (left) and after
(right) structural optimization. The small square denotes the vacancy. A H
molecule is formed in the center of the vacancy upon the structural optimiza-
tion. This example illustrates the behavior of over-saturated H-vacancy clusters.

briefly summarize our findings and conclusions based on a combination of DFT
and EP calculations [50, 51]. Because the energetic landscape in GBs is much
more complex than in the volume, with several inequivalent sites, our strategy
consists in: (i) application of EP-MD simulations for an exploration of possible
low-energy sites and diffusion paths for He, and (ii) verification of the obtained
results using DFT structural optimization and determination of energy barriers.
We have considered three symmetric tilt #-Fe grain boundaries: >5(310)/[001],
¥9(114)/[110], and £3(111)/[110].

Before the calculations involving He, we have shown that structural relax-
ations, including simulated annealing and atom removal, are crucial for finding
the stable GB structure at a given temperature. For instance, a negative formation
energy of a vacancy near a GB is a signature of an unstable GB structure, so the
non-desired atom should be removed [50].

Concerning He formation energy at distinct substitutional and interstitial sites
around the GBs, as expected, the obtained values are much smaller than in the
bulk. This confirms the strong He segregation tendency. At variance with the
bulk Fe case, the formation energy of an interstitial He is either lower than or
similar to that of a substitutional He in the GBs, due to the preence of free volume.

Regarding He diffusion in the vicinity of GBs, even though the diffusion de-
tails and precise paths and barriers are GB dependent, some common features
are found in the studied GBs: (i) all the barriers found for He diffusion along
the GBs are much lower than the He-GB dissociation energy. Consistently, our
MD simulations showed that while diffusing, the He atom remains confined in
the GB region up to 900 K; (ii) fast one-dimensional paths are found for the GBs,
making the He diffusion highly anisotropic along the GBs. In general, we do ex-
pect an anisotropic diffusion along GBs presenting ordered structures; (iii) all the
diffusion barriers obtained in the GBs are higher than the interstitial He diffusion
barrier in the bulk. However, this result does not necessarily imply that the He
diffusion along GBs is slower than in the bcc bulk. since the interstitial He in
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Figure 3.13: Dissociation energy (in eV) of the outer-shell SIA of a He cluster from
it, in the £5(310) and the £9(114) GBs and in bec-Fe bulk,

the GB may still diffuse faster than the dominant He species in the bulk, i.e., the
substitutional He. Please see Ref. [50] for more details.

For He clustering behavior, we have also performed MD annealings com-
bined with MC Metropolis sampling steps, using EPs, for an efficient searching
of the lowest energy configurations of He clusters at two distinct GBs in a-Fe:
the £5(310) and the X9(114), and compared to the bulk case, for various He con-
centrations. Complementary DFT calculations were also performed on some of
the relevant configurations in order to validate the EP results [51]. Some com-
mon features of He clustering in the three environments are found as follows: He
atoms strongly prefer to aggregate into clusters rather than distribute homoge-
neously; when the number of He atoms in the cluster is large enough (typically 4
or 5), the strong local pressure promotes creation of vacancies inside the clusters
and emission of SIAs. We proposed this loop punching mechanism to be a cru-
cial elementary mechanism for the cluster growth, particularly in the GBs when
a large amount of higly mobile interstitial He atoms migrate from the volume to
the GBs.

Certain properties of He clustering found in the considered GBs are visibly
different from the bcc bulk. For instance, the formation energy of He clusters in
the GBs is much lower than that in the bulk, confirming the strong segregation
tendency of He clusters in the GBs. As expected, the He clusters in the GBs are
elongated in the directions parallel to the GB plane, while they are isotropic in the
bulk. In addition, the loop punching in the GBs is expected to occur more easily
than in the bulk, due to a significantly lower Frenkel pair formation energy. The
He density in the clusters at the GBs is therefore systematically lower than in the
bce bulk due to a lower He-to-vacancy ratio. Regarding the emitted SIAs, they
can more easily dissociate from the clusters in the GBs than in the bulk (lower
dissociation energy as in Fig. 3.13, leading to relatively lower local pressures
around the clusters in the GBs. This behaviour may contribute to promote a larger
cluster and bubble formation in GBs.

Finally, we found that He segregation indeed decreases GB cohesion. Accord-
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Figure 3.14: GB cohesive energy versus He concentration with He atoms uni-
formly distributed in the £5(310) and the X£9(114) GB region. The critical He
concentration at each GBs is obtained via a linear extrapolation to the zero cohe-
sive energy. It corresponds to a nomical He concentration of 4467 appm and 4679
appm respectively for the £5(310) and the >X9(114).

ing to the Rice-Wang thermodynamic criterion [52], He is clearly a GB embrittler.
As expected, the embrittling effect of He increases with its concentration (Fig.
3.14). However, having the same He concentration, this effect decreases with He
clustering, due to a more localized structural perturbation of GB by the He cluster.
Although a direct comparison is not possible, our finding is nevertheless compat-
ible with existing experimental evidence suggesting a stronger GB embrittlement
at relatively low temperatures (< 250°C) than at higher temperatures when large
He bubbles are formed [53, 54]. We have estimated that, even for the extreme
case of a uniform distribution of He in the GBs, a very high He concentration of
about 5000 appm may be required for a complete decohesion of the considered
GBs, which is consistent with some experimental observations [53, 55].

3.4 Associated collaborations and publications

The works related to this Chapter were carried out thanks to fruitful collabora-
tions with several colleagues:

e C. Barouh (former Ph.D student), M.-F. Barthe, T. Schuler, M. Nastar and A.
Barbu, concerning the interstitial solutes (Sec. 3.1).

¢ F Soisson, E. Martinez (former postdoc), J.-L. Bocquet and C. Barouh about
the substitutional solutes (Sec. 3.2).

e M.J. Caturla (Spain), C. Ortiz (Spain), F. Willaime, L. Zhang (former Ph.D
student), E. Hayward (former postdoc) on the study of He and H properties
in a-Fe (Sec. 3.3. These studies were also performed in the framework of Eu-
rofusion Materials Modelling programme (IREMEV) and the frenco-chinese
ANR "HSynThEx" project.
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You may find below a set of publications the most representative of the studies
described in this chapter: papers P3.1 and P3.2 for Sec. 3.1, P3.3 and P3.4 for Sec.
3.2, and P3.4 to P3.9 for Sec. 3.3.

e P3.1: Interaction between vacancies and interstitial solutes (C, N, and O)
in a-Fe: From electronic structure to thermodynamics

C Barouh, T Schuler, CC Fu, M Nastar Phys. Rev. B 90, 054112 (2014),
https:/ /doi.org/10.1103 /PhysRevB.90.054112.

Abstract: The interplay between vacancies (V) and interstitial solutes X
(X=C, N, and O) and its impact on thermodynamic properties of aFe solid
solutions are studied, starting from first principles calculations. A system-
atic comparison between the three solutes is performed, investigating X-Fe,
X=X, and V=X interactions. In the Fe lattice, the strength of X-Fe interac-
tions is found to govern the dissolution properties. Next to vacancies, the
competition between solute volume effects and X-Fe interactions results in
the preference of all the solutes to occupy off-centered sites. Low-energy
configurations of small VnXm clusters are calculated for n and m up to
4. They are used to parametrize lattice interaction models at the atomic
scale. A detailed analysis of the cluster properties suggests the relevance
of many-body terms in these models. The accuracy of the resulting mod-
els is verified through their satisfactory prediction of vacancy-solute cluster
properties beyond the fitting database. From these models, an entire set of
VnXm clusters is generated with a new configurational space exploration
method. Statistical treatment of the solid solution including these clusters
is then achieved by means of low-temperature expansions, checked against
Monte Carlo simulations in some specific conditions. Based on the calcula-
tion of equilibrium cluster distributions, it is shown that the solubility limit
of oxygen in Fe, hardly measurable experimentally, is largely affected by
the presence of small VnOm clusters.

¢ P3.2: Predicting vacancy-mediated diffusion of interstitial solutes in a-Fe
C Barouh, T Schuler, CC Fu, T Jourdan, Phys. Rev. B 92, 104102 (2015),
https:/ /doi.org/10.1103/PhysRevB.92.104102.

Abstract: Based on a systematic first-principles study, the lowest-energy mi-
gration mechanisms and barriers for small vacancy-solute clusters (VnXm)
are determined in a-Fe for carbon, nitrogen, and oxygen, which are the most
frequent interstitial solutes in several transition metals. We show that the
dominant clusters present at thermal equilibrium (VX and VX2) have very
reduced mobility compared to isolated solutes, while clusters composed of
a solute bound to a small vacancy cluster may be significantly more mobile.
In particular, V3X is found to be the fastest cluster for all three solutes. This
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result relies on the large diffusivity of the most compact trivacancy in a bcc
lattice. Therefore, it may also be expected for interstitial solutes in other
bcc metals. In the case of iron, we find that V3X may be as fast as or even
more mobile than an interstitial solute. At variance with common assump-
tions, the trapping of interstitial solutes by vacancies does not necessarily
decrease the mobility of the solute. Additionally, cluster dynamics simula-
tions are performed considering a simple iron system with supersaturation
of vacancies, in order to investigate the impacts of small mobile vacancy-
solute clusters on properties such as the transport of solute and the cluster
size distributions.

P3.3: Decomposition kinetics of Fe-Cr solid solutions during thermal ag-
ing

E Martinez, O Senninger, CC Fu, F Soisson Phys. Rev. B 86 , 224109 (2012),
https:/ /doi.org/10.1103 /PhysRevB.86.224109.

Abstract: The decomposition of Fe-Cr solid solutions during thermal ag-
ing is modeled by atomistic kinetic Monte Carlo simulations, using a rigid
lattice approximation with pair interactions that depend on the local com-
position and temperature. The pair interactions are fitted on ab initio cal-
culations of mixing energies and vacancy migration barriers at 0 K. The
entropic contributions to the mixing of Fe-Cr alloys and to the vacancy for-
mation and migration free energies are taken into account. The model re-
produces the change in sign of the mixing energy with the alloy compo-
sition and gives realistic thermodynamic and kinetic properties, including
an asymmetrical miscibility gap at low temperature and diffusion coeffi-
cients in good agreement with available experimental data. Simulations of
short-range ordering and a-a” decomposition are performed at 773 and 813
K for Cr concentrations between 10% and 50%. They are compared with
experimental kinetics based on three-dimensional atom probe and neutron
scattering measurements. The possible effect of magnetic properties on dif-
fusion in the & and a” phases, and therefore on the decomposition kinetics,
is emphasized.

P3.4: Migration mechanism for oversized solutes in cubic lattices: The
case of yttrium in iron

JL Bocquet, C Barouh, CC Fu, Phys. Rev. B 95, 214108 (2017),
https:/ /doi.org/10.1103 /PhysRevB.95.214108.

Abstract: Substitutional solutes in metals generally diffuse by successive
exchanges with vacancies, that is, via the so called vacancy mechanism.
However, recent density functional theory (DFT) calculations predicted an
atypical behavior for the oversized solute atoms (OSAs) in bec and fcc iron.
These solutes exhibit a very strong attraction with a nearby vacancy (V) ata
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first neighbor (1nn) distance. The attraction is so large that the Inn OSA-V
pair is no longer stable and relaxes spontaneously towards a new configura-
tion where the OSA sits in the middle of the two half-vacancies (V/2). As a
consequence, the diffusion of OSAs cannot be described by the standard va-
cancy mechanism. A new migration mechanism with a new formulation of
correlation effects is required. The present study rests on a revised expres-
sion of the diffusion coefficient of the OSAs in bcc and fcc lattices, which
introduces the concept of macrojumps. The formalism is applied presently
to the case of yttrium (Y: a principal alloying element of advanced steels) in
iron, using DFT data. But it is directly transferable to other OSAs in cubic
metal lattices. At variance with the standard substitutional solutes, the Y
atom is found to diffuse more rapidly than iron at all temperatures by or-
ders of magnitude in the two cubic-Fe structures. This finding is opposite
to the recent common belief that yttrium is a slow diffusing species in Fe
alloys, based on experimental evidences. Several suggestions are proposed
to solve this apparent inconsistency:.

P3.5: Ab initio study of helium in a-Fe: Dissolution, migration, and clus-
tering with vacancies

CC Fu, F Willaime, Phys. Rev. B 72, 064117 (2005),
https:/ /doi.org/10.1103/PhysRevB.72.064117.

Abstract: Density functional theory calculations have been performed to
study the dissolution and migration of helium in a-iron, and the stability of
small helium-vacancy clusters HenVm (n,m=0 to 4). Substitutional and in-
terstitial configurations of helium are found to have similar stabilities. The
tetrahedral configuration is more stable than the octahedral by 0.2 eV. In-
terstitial helium atoms are predicted to have attractive interactions and a
very low migration energy (0.06 eV), suggesting that He bubbles can form
at low temperatures in initially vacancy-free lattices. The migration of sub-
stitutional helium by the vacancy mechanism is governed by the migration
of the HeV2 complex, with an energy barrier of 1.1 eV. The activation ener-
gies for helium diffusion by the dissociation and vacancy mechanisms are
estimated for the limiting cases of thermal-vacancy regime and of high su-
persaturation of vacancies. The trends of the binding energies of vacancy
and helium to helium-vacancy clusters are discussed in terms of providing
additional knowledge on the behavior of He in irradiated iron, necessary for
the interpretation of complex experimental data such as thermal He desorp-
tion spectra.

P3.6: Influence of carbon on the kinetics of He migration and clustering
in a-Fe from first principles

CJ Ortiz, MJ Caturla, CC Fu, F Willaime, Phys. Rev. B 80, 134109 (2009),
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https://doi.org/10.1103/PhysRevB.80.134109

Abstract: Density functional theory (DFT) calculations have been performed
to study the interaction of carbon with He-vacancy complexes in a-Fe. Us-
ing the DFT predictions, a rate theory model that accounts for the evo-
lution of carbon, helium, and defects created during irradiation has been
developed to explore the influence of carbon on the kinetics of He diffu-
sion and clustering after implantation in a-Fe. This DFT-based rate theory
model predicts that carbon not only influences vacancy (V) migration but
also He desorption, enhancing He mobility in particular for low V/C ratios.
The reason for this behavior is mainly the formation of VC and VC2 com-
plexes, which significantly reduces the mobility of vacancies with respect
to pure Fe, inhibiting the formation of higher order clusters, i.e., HenVm,
and increasing thus the number of He at substitutional positions at room
temperature. Assuming reasonable values of carbon concentration, we suc-
cessfully reproduce and interpret existing desorption experimental results,
where all the energetic parameters for the relevant reactions were obtained
from first-principles calculations. In addition, our study provides a detailed
explanation of the various He migration mechanisms that prevail under the
considered experimental conditions.

P3.7: Interplay between hydrogen and vacancies in a-Fe
E Hayward, CC Fu Phys. Rev. B 87, 174103 (2013),
https:/ /doi.org/10.1103 /PhysRevB.87.174103.

Abstract:We present an atomistic study of the behavior and interactions of
hydrogen and vacancies in body centered cubic (bcc) iron, using both ab ini-
tio and classical molecular dynamics methods. Hydrogen causes damage to
materials through embrittlement, hardening, and swelling; we investigate
the role of vacancies in these processes. Hydrogen, which normally dif-
fuses with a very small barrier, is strongly trapped at monovacancies and
vacancy clusters, resulting in changes to its electronic structure. Following
saturation of the surface of a vacancy cluster, the formation of H2 molecules
is possible, at variance with the situation in the bulk. High local concentra-
tions of hydrogen increase the likelihood of vacancy formation and stabilize
vacancy clusters. Small hydrogen-vacancy clusters generally tend to diffuse
by dissociation, but the trivacancy is shown to be capable of dragging hy-
drogen while migrating. We describe the structure of clusters of vacancies
with varying hydrogen concentrations, finding that compact or spherical
bubbles are generally lower energy than planar or linear configurations.
Comparison with other bcc metals and with experiment is provided. For
systems involving light elements such as hydrogen, corrections for zero-
point energy are very important; we include these in our calculations and
discuss their importance for different properties.
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e P3.8: Energetic landscape and diffusion of He in a-Fe grain boundaries
from first principles

L Zhang, CC Fu, GH Lu, Phys. Rev. B 87, 134107 (2013),
https:/ /doi.org/10.1103 /PhysRevB.87.134107.

Abstract: Combined density functional theory and empirical-potential cal-
culations are performed to investigate the lowest-energy sites and migra-
tion mechanisms of He in various a-Fe grain boundaries (GBs). Before the
defect calculations, we show that structural optimizations, including sim-
ulated annealing and atom removal, are crucial for locating the stable GB
structure in a given temperature regime. Then, the He formation energies
for all the substitutional and interstitial sites in two different GBs are evalu-
ated, showing a strong He segregation tendency. At variance with the bulk
Fe case, the formation energy of an interstitial He is either lower than or
similar to that of a substitutional He in the GBs. Finally, both static and
dynamic barriers for interstitial He diffusion in the GBs are determined.
Although the diffusion details and precise paths are GB dependent, some
common features are identified: (1) The He atom always remains confined
to the GB region while diffusing; (2) the He diffusion is highly anisotropic
along the GBs; (3) the GB diffusion of an interstitial He atom is found to be
always slower than its bulk diffusion, but it can still be faster than the bulk
diffusion of a substitutional He.

e P3.9: Properties of He clustering in «-Fe grain boundaries
L Zhang, CC Fu, E Hayward, GH Lu, J. Nucl. Mater. 459, 247 (2015),
https:/ /doi.org/10.1016 /j.jnucmat.2015.01.008.

Abstract: Classical molecular dynamics and density functional theory cal-
culations are performed to study the impact of two distinct Fe grain bound-
aries (GBs) on the clustering properties of helium (He) and the possible He
effect on GB decohesion. Several He concentrations are considered. Com-
mon properties of He clustering are found for the both GBs, which are vis-
ibly different from the bcc bulk. In particular, He clusters in the GBs are
always elongated in the directions parallel to the interface and contracted
in the direction normal to the GB plane, while they are isotropic in the bcc
bulk. When the He number in the clusters is sufficiently large, the strong
local pressure promotes the occurrence of loop punching, which is easier
to trigger in the GBs than in the bulk, resulting in a lower He-to-vacancy
ratio in the GB clusters. The emitted self-interstitial atoms (SIAs) can more
easily dissociate from the clusters in the GBs than in the bulk, leading to
relatively lower local pressures around the clusters in the GBs, and facili-
tating the clusters growth. He is found to decrease GB cohesion, and the
embrittling effect of He increases with its concentration. But interestingly,
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this effect decreases with He clustering. The present findings are fully com-
patible with existing experimental evidence, for instance, for a stronger GB
embrittlement due to He at rather low temperatures than at higher temper-
atures.
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Chapter 4

Impact of magneto-chemical
interplay on thermodynamic, defect
and diffusion properties

In the two previous chapters, we have addressed various properties in bcc Fe
systems by assuming a perfect FM state, that is, neglecting possible effects of e.g.
non-collinear magnetism, magnetic excitation and magnetic order-disorder tran-
sition. For a more accurate and realistic prediction of properties in Fe systems
(and in any other magnetic alloy), an appropriate description of the magnetic
effects and their interplay with other degrees of freedom (chemical, vibrational,
elastic...) is essential. At low temperatures, when the system is well below the
magnetic transition temperature, magnetic frustrations often occur because dis-
tinct magnetic-interaction tendencies cannot be simultaneously satisfied. More-
over, magnetic excitations and transitions emerge with increasing temperature.
The inclusion of these finite-temperature magnetic effects in atomic-scale studies
for a prediction of bulk Fe-alloys properties (especially kinetics) is not trivial. An
efficient and sufficiently accurate approach is required.

In this chapter, I first give a description of our study methodology, especially
of an efficient DFT-based spin-atomic MC approach that we developed for the
prediction of thermodynamic and kinetic properties of magnetic metal alloys, as
a function of temperature (Sec. 4.1). Then, I discuss the issue of low-temperature
magnetic frustration and local-environment dependency in Sec. 4.2. In Secs. 4.3,
4.4 and 4.5, I show our results on respectively thermodynamic, vacancy and
atomic-diffusion properties as functions of temperature and alloy composition
in various bcc and fcc Fe alloys. Finally, a first attempt to link magnetic and mi-
crostructural evolution is summarized in Sec. 4.6.
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4.1 Methodology

Effects of magnetism can be addressed via first principles electronic-structure cal-
culations in magnetically ordered configurations, which are now routinely per-
formed using DFT. In Sec. 4.2 we employ DFT as implemented in VASP [56-58],
SIESTA [4] and PWSCEF [59] codes within GGA. At variance with most exist-
ing DFT works on Fe bulk systems, we go beyond the collinear-spin approxi-
mations, which is indispensable when addressing effects of magnetic frustration.
When necessary, we also apply local-spin constraint on selected atoms via our
own modifications in the above-mentioned DFT codes.

Considering finite-temperature effects, it remains a challenging task to model
magnetic excitations, transitions, and paramagnetism [60] even in the case of
defec-free alloys. Available first principles approaches dealing with finite tem-
perature magnetism in alloys include, for instance, the disordered local moment
(DLM) [33, 61-65] and the spin-wave [64, 66] methods. However, these approaches
generally provide direct results only at the perfectly ordered magnetic ground
state (MGS) and the totally disordered ideal PM state. Furthermore, these method-
ologies are too computationally expensive for a systematic exploration of proper-
ties dependent on local spin-chemical configurations, in non-dilute magnetic al-
loys. On the other side, DFT-informed atomistic approaches such as spin-lattice
dynamics [67-70] and spin-atom MC simulations [1, 71-76] provide an efficient
way to investigate finite temperature magneto - chemical correlations. However,
as expected, the accuracy of their outcome strongly depends on the quality of the
parameterized potentials and models.

As the simplest structural defect in metals and alloys, vacancy plays a domi-
nant role in e.g. atomic diffusion. For magnetic metal systems, theoretical studies
addressing finite-temperature magnetic effects on vacancy formation properties
have been dominantly focused on pure and extremely dilute Fe alloys [2, 65, 66,
68, 75, 77-80], using either the DLM or the spin-wave method for vacancy forma-
tion energy in the perfect FM and PM states [33, 65, 66, 77-80], or via spin-lattice
dynamics [68], or in our works, predicting the full temperature-evolution of va-
cancy properties [2, 75] It is worth mentioning that, the DLM and the spin-wave
methods usually adopt the semi-empirical Ruch model (Eq. 4.1 for the determi-
nation of the temperature-evolution of the vacancy formation energy. The Ruch
model [81] proposes:

Ef(T) = EfM(1+aS?) (4.1)

where EJICDM is the vacancy formation energy in the perfect PM state, with zero
magnetic short-range order (SRO). S is the magnetic order parameter (the re-

duced magnetization) and « is a scalar. Note that to apply the Ruch model, the

temperature dependence of S, and either E}?M or « should be known, in addition

M
toEf .
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At variance with the dilute systems, most available theoretical studies ad-
dressing vacancies in concentrated alloys only computed their formation energy
in the ordered magnetic ground states [82-88]. Only a few studies computed the
value in the ideal PM state [63]. Also, theoretical investigations of the alloying ef-
fects on vacancy formation are mainly restricted to either nearly-perfect ordered
phases [89-94] or fully random solid solutions [82-88, 95-97]. A continuous and
consistent modelling of vacancy (and any other point defect) properties as a func-
tion of temperature and hence of chemical and magnetic orders is still rare [76,
98]

Considering kinetic processes, and more predisely atomic-diffusion proper-
ties, again, some DFT-based DLM studies [33, 77, 78], computed the diffusion
activation energies (Q) at both the fully ordered MGS and the ideal PM state.
and obtained the temperature-dependent Q(T) using the Ruch model (Eq. 4.1
replacing E; by Q).

Another approach used to determine the temperature evolution of the diffu-
sion properties is the spin-lattice dynamics [67, 68], employing empirical poten-
tials with Heisenberg-interaction terms for the magnetism. A major advantage
of such an approach consists in the natural inclusion of the combined phonon-
magnon effects. However, in practice an accurate potential is not obvious to
parameterize, especially for magnetic alloys. Furthermore, such spin-lattice dy-
namics simulations can hardly reach very long time scales and large simulation
systems (typically around a few tens of nanoseconds and 16000 atoms as in Ref.
[68]).

As briefly mentioned above, our modelling strategy to investigate finite tem-
perature magnetic effects on thermodynamic, defect and diffusion properties in
Fe alloys is to apply on-lattice spin-atomic MC and kMC simulations using the
effective interaction models (effective interaction model (EIM)s). The on-lattice
kMC approach is particularly powerful for the simulation of kinetics processes
(e.g. precipitation, phase ordering) driven by thermal activated events such as
atomic diffusion [29, 32, 99, 100]. In our approach, the EIM contains explicitely
both chemical and magnetic variables, it allows therefore to gain insights into
the effects of magneto-chemical interplay behind the physical properties. I want
to stress that our EIMs are only parameterized on DFT results on several chemi-
cal and magnetic configurations. Neither experimental nor CALPHAD data are
included in the fitting data-base.

It is worth mentioning that some previous studies have already proposed
EIMs with both magnetic and chemical variables [66, 71, 72, 101-103], but with-
out considering lattice defects and, therefore, not able to study diffusion. On the
other hand, more conventional EIMs have been developed to study thermody-
namic and kinetic properties without explicitly including spin variables [29, 31,
34, 104, 105].

In our studies, we employ the following Hamiltonian for the EIMs (Eq. 4.2,
where magnetic interactions are described via a generalized Heisenberg approach
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(similar to Refs. [72, 102, 106]), enabling both longitudinal and transversal spin
fluctuations. In addition, a pairwise "chemical" (or nonmagnetic) interaction term
is included. Please note that when applying these EIMs in Monte Carlo simula-
tions, we evolve both the atomic and the magnetic configurations. For the latter,
a quantum-statistic treatment of spin is necessary for a correct prediction of the
magnetic entropy at low temperatures. We therefore adopted the Bose-Einstein
statistics in our spin-MC simulations [2] up to the magnetic transition tempera-
ture, following the quasi-harmonic approach of Ref. [107].

(S g2 1 RS o Vo ()
H:ZAZ. M7 + B, Mi+ZZZ]i]- M; - M;
: S (4.2)

Here N is the total number of atoms, P is the maximum range of interac-
tions in terms of neighbor shells, Z, is the coordination number of the n-shell,
M; represents the magnetic moment of the i-th atom, and M,; is its magnitude.

Vlé.n) and | i(].n) represent respectively the chemical pair-interaction and the mag-
netic exchange-coupling parameters between sites i and j, as n-shell neighbors.
(n)
j

the i-th and the j-th atoms. ¢; is the occupation variable of the i-th site. It is 1

These interaction parameters (V;"’ and ]Z.(].n)) depends on the chemical species of

if there is an atom on the site, and 0 if there is a vacancy. Ags) and B i(s) are the
magnetic on-site parameters of the i-th atom, where "S" indicates the distance be-
tween the site and a vacancy. These onsite parameters for at least the first and
second nearest neighbors of a vacancy differ from the values for a bulk atom [75].
In some cases, the on-site and the pair-wise interaction parameters are also func-
tions of the local chemical composition. A temperature-dependent term can be

(

also included in the chemical interaction term (Vijn)) in order to account for the

vibrational-entropy effects based on DFT calculations [76].

So far, we have parameterized such model Hamiltonians for bcc Fe, Fe-Cu,
Fe-Mn, Fe-Co, and fcc Fe-Ni alloys. For each system, sets of parameters are de-
termined to describe atoms in a defect-free environment, close to a vacancy, and
in the saddle-point position of vacancy-atom exchange. The latter is required for
the prediction of vacancy-mediated diffusion. All the corresponding parameter
values, as well as a description of the fitting procedure are given in Refs. [2, 33,
73,75,76,108].

Regarding our MC set-up using the EIMs, all details can be found in Refs. [2,
76, 108]. Among them, it is worth mentioning that the magnetic free energy for
vacancy formation (including magnetic but not vibrational excitation) at any tem-
perature and composition is computed via a kind of Widom substitution method
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[76, 85, 88, 109], as explained in detail in Ref. [76]. The same method can also be
applied to the case of other point defects such as SIAs in alloys.

Then, in order to compute tracer diffusion coefficients, we determine the two
constituents of the Einstein’s formula [110-112] with kMC, where < 72 > and ¢
in Eq. 4.3 are respectively the mean square displacement of the tracers and the
corresponding physical time:

<>
-6t

For the self-diffusion case, the tracer diffusion coefficients of A atom in a pure
or infinitely dilute A system (D*) can also be written in terms of the vacancy
concentration and the migration barrier at a given T as [27, 28]:

D* (4.3)

m
- mag)
kgT
where 7 is the lattice constant, fj is the self-diffusion correlation factor (0.727
for a bece lattice [25]), x; is the vacancy concentration, v4 is the attempt frequency,
Gag i the magnetic free energy barrier for the exchange between the vacancy
and the host atom (A), and kg and T are respectively the Boltzmann factor and the
absolute temperature. If at thermal equilibrium, x, = exp(;B—GTf), with G/ being
the vacancy formation free energy. Both magnetic and vibrational entropies are
considered in this study, and the latter is calculated just via DFT at the MGS.
Similarly, the solute (B) tracer diffusion coefficient in an "A-element" matrix at

the dilute limit can be written as [27, 28]:

D4* = a® foxyv 4 exp( (4.4)

—G%@)
kgT
1nn

where x,"" is the vacancy concentration at a 1nn site of the solute, vp is the
vacancy-B exchange attempt frequency, f is the solute diffusion correlation fac-
tor and G%’Zg is the magnetic free energy barrier for the vacancy-solute exchange.

It is worth noting that the expressions 4.4 and 4.5 differ slightely from respec-
tively the equations 3.1 and 3.2 because here we include the magnetic excitation
and transition effects in the distinct terms, for example in the vacancy-atom ex-
change barriers. As shown in Sec. 4.5, we have also proposed a generalization of
Egs. 4.4 and 4.5 to systems beyond the dilute limit.

Please note that the time f for Eq. 4.3 obtained from the kMC has to be re-
scaled in order to get the physical time for a real system containing the equilib-
rium vacancy concentration instead of the vacancy concentration of the simula-
tion box (concretely the diffusion coefficient is multiplied by the factor C, /Cpsc).
[2,29,31]

During these kMC simulations, at each temperature, we start performing spin
Metropolis MC steps to reach the equilibrium magnetic state, then we start mov-

D" = a%x"" fpvp exp( (4.5)
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ing atoms. Some spin steps are also performed after each atomic move (a Inn
atom-vacancy exchange) based on a time residence algorithm. For simplicity,
we assume the typical time spent for one atom-vacancy exchange is sufficiently
short, so that all the atomic spins are kept frozen while going from the initial
to the saddle-point state. However, we have determined that considering an-
other assumption has a negligible effect on the results. Indeed, similar simula-
tions were performed assuming the opposite, being that the spin-variation time
is much shorter than the lifetime of both the initial and the saddle-point states,
and very close migration barrier were obtained [2]. This verification suggests that
these properties are not sensitive to the detailed way of implementing the char-
acteristic time of spin variations, and contribute to support the validity of our
results [2].

4.2 Low-temperature Magnetic effects

4.2.1 Magnetic frustrations in bcc Fe-Cr

In this Sec. 4.2.1, we consider the bcc Fe-Cr systems (in particular, Fe/Cr inter-
faces and Fe or Cr nano-clusters) in order to investigate effects of magnetic frus-
trations. We have performed DFT-GGA calculations to determine magnetism
and energetics at low temperatures (without thermal excitations), and checked
the temperature dependency of these properties via spin-MC simulations using
a magnetic cluster expansion (MCE) model [1, 113, 114]. The simulations adopt
a bi-crystal setup representing infinite interfaces. Please note that this MCE for
Fe-Cr (developed by Lavrentiev et al. [115]) is essentially the same type of models
as our EIMs for various Fe alloys, but mostly devoted to magnetic properties.

Cr magnetic order AF NM NColl
(100) 0.11 (0.14%) 0.14 (0.16%) 0.17 (0.17%)
(110) 0.19 (0.26%) 0.09 (0.14%) 0.17 (0.15)
(111) 0.13 (0.19%) 0.12(0.16%) 0.20 (0.19?)

Table 4.1: DFT calculated interface formation energies (in J/m?) between bcc Cr
with various magnetic structures (AF, NM or non-collinear (NColl)) and FM bcc

Fe. The SIESTA [4] values are compared with the plane-wave-DFT (“PWSCF [59]
or "VASP [56-58]) results, which are given in parentheses.

First, we have determined the formation energy of three low-index ((100),
(110) and (111)) interfaces between FM bcc Fe and bcc Cr with various magnetic
configurations. Results from three different DFT implementations are shown in
Table 4.1.
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If considering NM-Cr, the densest (110) interface has the lowest formation
energy, just as expected for an interface between two bcc metals exhibiting phase
separation tendency. However, the (110) interface shows the highest energy among
the three interfaces if Cr has a collinear AF structure. This is a direct consequence
of magnetic frustration resulting from competing bulk FM-Fe and AF-Cr mag-
netic ordering, and AF Fe-Cr 1nn and second-nearest-neighbor (2nn) coupling
tendency at the interface. Once the collinear constraint is removed, the energy
of the (110) interface decreases due to partial relaxation of magnetic frustration.
On the other hand, the non-collinear structures are found to be overall higher in
energy than the respective collinear configuration for the (100) and (111) inter-
faces. This comes from a subtle balance between two competing interactions. On
one hand, the Fe-Cr 1nn anti-parallel coupling at the interface is best satisfied in
a collinear structure. On the other hand, in a non-collinear structure, magnetic
frustration associated with the parallel orientation of moments for the 2nn Fe-Cr
pairs is partially relaxed, but at the same time this destroys the perfect antiparallel
coupling between the 1nn Fe-Cr moments.

When checking in detail the magnetic structure of both collinear and non-
collinear low-energy states, we notice that the reduction of magnitudes of local
moments near the interface represents a visible signature of magnetic frustration.
We also note that the lowest-energy magnetic configuration of the (110) inter-
face consists in the local moments of bulk Fe and Cr atoms being orthogonal to
each other, in excellent agreement with available experimental neutron diffrac-
tion measurements [116, 117].

Otherwise, keeping in mind that the magnetic ground state of bcc Cr actually
consists in collinear spin density waves (SDWs) ([118] and references therein),
we also suggest another possibility to relax partially the magnetic frustration, for
instance on the (110) interface. The development of in-plane SDWs (having the
wave vector parallel to the interface) with the nodes located at the interface plane
induces the formation of periodic low-moment sites at Fe /Cr(110), which helps to
relax the magnetic frustrations and lower the interfacial energy. Based on our re-
sults, we may expect that, as a combination of the two alternatives, non-collinear-
SDWs may also occur near the Fe/Cr(110) interface, contributing to further lower
its formation energy [113].

The temperature variation of magnetic structures near the interfaces has been
investigated using the MCE model and large-scale Monte Carlo simulations. Non-
collinear configurations found at low temperatures (the same as by DFT) remain
stable up to the Néel temperature pf bcc Cr. The interfacial energy exhibits signifi-
cant variation near the magnetic phase transition temperatures. Magnetization of
interfacial layers of Cr remains nonzero at temperatures well above the Néel tem-
perature, due to exchange interactions between Cr and Fe moments (Fig. 4.1). At
temperatures close to the Curie point the (110) interface becomes the one showing
the lowest energy, in agreement with DFT results for the FM-Fe /NM-Cr interface

[1].
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Figure 4.1: Temperature dependence of the average Cr magnetic moment from
MCE near the Fe/Cr(100) interface and in the Cr bulk.

The infinite interfaces are rather good representation of interface between the
matrix and big precipitates, Going to the opposite side, we have also investi-
gated magnetic and energetic properties of very small clusters (from dimer to
nano-sized clusters), employing the same methodology [114]. More precisely, we
carried out calculations to find the lowest-energy magnetic configurations and
explore finite temperature magnetic properties of Cr clusters in FM bcc-Fe and
Fe clusters in AF bcc-Cr. In particular, we studied either very small clusters or
clusters with (100) and/or (110) interfaces.

Our DFT study shows that the magnetic frustration caused by the competing
Fe-Fe, Fe-Cr and Cr-Cr magnetic-coupling tendencies, determines the low-energy
magnetic configurations of the clusters, inducing either small local magnetic mo-
ments or non-collinear structures, which partially release magnetic frustration.
Small local atomic moments are often found in collinear ground states of Cr clus-
ters in Fe. Non-collinear configurations are unstable for most of the studied Cr
clusters, except for the clusters where interfacial Cr atoms dominate the struc-
ture, with either four or six Cr 1nns, in which case non-collinear states are found
as local minima. A particularly interesting feature is the non-zero cluster magne-
tization caused by the dominance of Fe-Cr over Cr-Cr AF interaction in the small
and medium-size Cr clusters [114].

At variance with the case of Cr clusters in Fe, non-collinear configurations of-
ten occur in Fe clusters in Cr matrix, as a way of relaxing magnetic frustration.
In particular, non-collinear ground states are observed if the cluster size is suffi-
ciently small (Nr, < 5) so that Fe-Cr AF coupling competes with, or even dom-
inates over, Fe-Fe FM interactions. For larger clusters, all the Fe local moments
remain parallel to each other. The energies of various collinear and non-collinear
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are generally not very dissimilar [114].

The spin-MC simulations, validated on low-temperature results by DFT, en-
able extending these predictions to much larger clusters and finite temperature
effects. In particular, we find that the temperature dependence of magnetic prop-
erties of Cr clusters is strongly influenced by the Fe matrix. Strong Fe-Cr interac-
tion results in the total magnetization of clusters remaining nonzero even at fairly
high temperatures, close to the Curie temperature of pure Fe for larger clusters.
Cr-Cr magnetic SROs persist until high temperatures due to magnetic coupling
of interfacial Cr atoms with the Fe matrix. The latter is fully consistent with the
significant high-temperature average Cr moments at the infinite interfaces (Fig.
4.1).

Besides the relevance of the cluster and interface properties for the under-
standing of microstructure in Fe-Cr systems, these features also offer a way to
determine the relative strength of various competting Fe-Fe, Fe-Cr and Cr-Cr
magnetic interactions.

4.2.2 Environment-sensitive Mn magnetism in bcc Fe-Mn

From an application point of view, manganese is a common alloying element in
e.g. austenitic steels, because of its ability to trap sulfur and its desoxidization
properties. Also, ferritic/martensitic steels containing manganese are especially
interesting as structural materials in nuclear applications due to their reduced
activation properties.

Considering an isolated 3d-metal solute in FM bcc-Fe system, it is known that
for an element on the lefy-hand of Fe in the Periodic Table, its spin is generally
anti-parallel to the Fe spin. Meanwhile, the righ-hand elements exhibits a FM
interaction with Fe. However, Mn with a half-filled 3d band presents a rather
atypical magnetic behavior. It was shown from previous DFT calculations that
the Mn spin in bcc Fe can be very sensitive to the various DFT approximations
such as the parametrization of the GGA exchange-correlation functional and the
different types of pseudo-potentials [119]. The discrepancy in predicted Mn spin
may also arise from the presence of more than one collinear energy minima for
a Mn solute in bcc Fe, showing a moment either parallel or anti-parallel to the
lattice Fe moments, as suggested in an early theoretical work [120].

We have applied DFT calculations in order to further investigate magnetic
and energetic properties of Mn in bce Fe-Mn alloys, as functions of the alloy com-
position and local chemical environment [121]. Some most relevant results are
summarized as follows.

For the simplest case of an isolated Mn in FM bcc Fe, we confirm the presence
of two collinear energy minima, with the Mn magnetic moment either parallel or
anti-parallel to the Fe moments, named respectively the FM-Mn and the AF-Mn
state. The latter being the ground state (Fig. 4.2a). Generally, the preference of
the Fe-Mn magnetic interaction is highly sensitive to even minor changes of the
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containing Mn clusters, as a function of Mn concentration.

Mn local environment, due to the presence of a high Mn majority-spin electronic
density around the Fermi level [121].

A direct correlation is identified between the local electronic charge and the
local magnetic moment on a Mn solute, being isolated (Fig. 4.2b) or forming
a small Mn cluster. For instance, the presence of a vacancy near the Mn atom,
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inducing a local charge depletion, tends to favor the AF Fe-Mn interaction. Also,
common interstitial impurities (C, N, and O) present an attraction with a Mn
atom if located at its Inn site. C and N show a strong electronic hybridization
with Mn and stabilize the FM-Mn state. At variance, an oxygen atom, with a
rather ionic Mn-O interaction and therefore a very localized charge distribution,
does not modify the magnetic ground state of an isolated Mn.

Clustering of Mn atoms is found to be energetically favorable, consistently
with the unmixing tendency found for the bcc Fe-Mn alloys. Various collinear
and non-collinear magnetic minima are found for the Mn dimer, which are rather
close in energy. It is relevant to point out that our results suggest a dominance
of Mn-Mn magnetic interactions over the Fe-Mn interactions, both exhibiting an
AF tendency, especially for the Inn and 2nn distances. This behavior is opposite
to the Fe-Cr alloy case (Sec. 4.2.1, where Fe-Cr AF interactions prevail over the
Cr-Cr anti-ferromagnetism.

Locally random (SQS) Fe-Mn solid solutions have been systematically inves-
tigated for a large range of Mn concentrations. Consistently with experimental
findings, the average magnetic moment of the alloys decreases linearly with in-
creasing Mn content. In addition, the average Mn moment tends to be antiparallel
(resp. parallel) to lattice Fe moments for Mn concentrations smaller (resp. larger)
than approximately 6 at.% Mn. The same trend is observed experimentally, but
the deduced transition concentration is around 2 at.%. (Table IV of Ref. [121]
for details). Various possible reasons can be at the origin of this experimental-
theoretical discrepancy. In particular, the calculated transition concentration is
lowered if considering Mn clustering (Fig. 4.3). Indeed Mn clusters may be
present in the experimental Fe-Mn samples, depending on the applied heat treat-
ment.

4.3 Impact of Magneto-chemical interplay on thermo-
dynamic properties

In this section, I want to evidence the role of magnetism and magneto-chemical
coupling on key thermodynamic properties such as mixing enthalpy and magneto-
chemical phase diagram. Some binary Fe alloys (bcc Fe-Cr, Fe-Mn, Fe-Co, and fcc
Fe-Ni) are considered to ilustrate the magnetic effects and to attest the accuracy
of our EIM + MC approach.

4.3.1 0K and temperature evolution of mixing enthalpy: bcc Fe-
Cr, Fe-Mn and Fe-Co

We first discuss systematically the mixing enthalpy and magnetism of bcc Fe-X
alloys, being X = Cr, Mn and Co (neighboring 3d magnetic elements). Their 0 K
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values are determined via DFT, and used to parameterize our EIMs. Then, spin-
MC simulations employing the EIMs are applied to investigate the temperature
dependence of the mixing behavior.

Mixing enthalpies of bcc Fe-Cr, Fe-Mn and Fe-Co systems at 0 K were deter-
mined in various DFT calculations [62, 73, 104, 121-127]. They provide informa-
tion on the mixing (or unmixing) tendency of the alloys, and about the relative
stability of ordered phases and solid solutions. The mixing enthalpy of an Fe-X
system is defined with the following expression:

H(nFe 4+ pX) — nH(Fe) — pH(X)

Hmix(Fe_X) = — »

, (4.6)

where H(nFe + pX) is the enthalpy of the Fe-X system with nn Fe atoms and p
X atoms, H(Fe) is the enthalpy per atom of pure Fe in its magnetic ground state
(the FM state) and H(X) is the enthalpy per atom of the pure X system (here we
consider the AF state, the anti-ferromagnetic double-layered (AFD), and the FM
state for X = Cr, Mn and Co, respectively). In addition to some most relevant
ordered structures, SQSs [128], with negligible chemical SROs, are adopted to
mimic random solid solutions. Our obtained values are shown in Fig. 4.4. The
0 K mixing enthalpy and the composition dependence of the system magnetism
are briefly summarized as follows:

Bcc Fe-Cr

Fe-Cr alloys exhibit an unmixing tendency (positive mixing enthalpy) for most
compositions, except at very low Cr concentrations (below approximately 10%-
Cr) where they show slightly negative mixing enthalpies. The latter can be ex-
plained by a stabilization of isolated Cr solutes in a FM-Fe lattice [11, 123, 129]
due to a strong Fe-Cr anti-ferromagnetism with an induced moment on Cr. The
magnitude of the Cr magnetic moment in bcc Fe is around 1 pup larger than its
value in pure bec Cr. For a SQS system with a higher Cr concentration, it is un-
avoidable that some Cr atoms get close to each other. Therefore, the ferromag-
netism between Fe atoms, the anti-ferromagnetism between Cr atoms, and the
tendency of Fe and Cr moments to be antiparallel (especially for the Inn and 2nn
Fe-Cr pairs) cannot be simultaneously satisfied. Such a magnetic frustration pro-
motes the mixing to unmixing transition. Note that in the very dilute Fe region,
the magnetic frustration (see Sec. 4.2) also contributes to a clustering tendency of
Fe atoms in the AF-Cr matrix [114].

Bcc Fe-Mn

Regarding Fe-Mn alloys, it is well known that the bcc phase is thermodynami-
cally stable only up to a few percent of Mn, while for most compositions there is
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Figure 4.4: Mixing enthalpy for bcc Fe-Cr, Fe-Mn and Fe-Co alloys from 0 K DFT
calculations.

an a+7y two-phase domain. However, in order to have a thorough understanding
of the compositional dependence of energetic and magnetic behaviors of bec Fe-
Mn alloys, it is relevant to perform a systematic study for all concentrations. As
can be seen in Fig. 4.4, the obtained mixing enthalpies are positive for all the con-
centrations (although smaller than the Fe-Cr values in the concentrated region),
which reveals an unmixing tendency. Moreover, the shape follows well the regu-
lar solution model (described with H™* = A - xpe - Xpm) With A = 192 meV (18.5
kJ/mol). This is in good agreement with previous theoretical and experimental
results, as detailed in [121] and references therein.

Concerning the magnetic properties, we look especially at bcc Fe-Mn alloys in
the Fe-rich domain, up to 50% of Mn. The magnetization in the SQS solid solu-
tions shows a linear decrease with increasing Mn concentration, in very good
agreement with the Slater-Pauling curve [121]. This behaviour is also consis-
tent with available experimental studies, showing a linear decrease up to 11 %
of Mn before a bce-fce phase transition [130]. This can be overall explained by a
magnetic-dilution scenario. On one hand, as expected, the Fe moment remains
close to 2.2 up in any configuration of any composition, showing a very small
perturbation of the a#-Fe moment due to the presence of Mn atoms. On the other
hand, the Mn moment shows smaller magnitudes.

As mentioned in Sec. 4.2.2, depending on the local configuration, the mag-
netic moment of Mn atom can be either antiparallel (AF-Mn) or parallel (FM-Mn)
to the Fe moments. Having a closer look to the compositional dependence of the
Mn magnetism (Fig. 4.3), the average Mn moment is antiparallel to Fe moments
at the lowest concentrations, followed by a rapid decrease of the moment mag-
nitude with increasing Mn concentration. This finally leads to a transition from
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AF to FM Fe-Mn interaction tendency at approximately 6% Mn (in SQS systems).
After that, the average Mn magnetic moment converges to a value around 0.8
up, parallel to Fe moments. This constant value of 0.8 yp results from the pres-
ence of an approximately constant fraction of 75% FM-Mn and 25% AF-Mn atoms
in each SQS configuration, where both types of Mn present an average moment
magnitude of around 1.6 up (that is, 1.6*0.75-1.6%0.25=0.8) [121].

Bcec Fe-Co

At variance with the Fe-Cr and Fe-Mn alloys, the alloying of Fe with Co (having
a higher 3d-band occupation than Fe) in a bcc lattice shows a mixing tendency
for the whole range of compositions (see Fig. 4.4). In both ordered and disor-
dered structures, the Fe and Co magnetic moments tend to be parallel to each
other. The moment magnitude of Co only varies slightly with the change of Co
content, which is consistent with experimental observations. On the other hand
and different from the Fe-Cr and Fe-Mn systems, the moment of Fe is strongly
affected by the presence of Co solutes. In the SQSs, the average moment of Fe
atoms increases rapidly from around 2.2 up to 2.5 up in the range from 0 to 20%-
Co content, then it increases slowly up to a saturated value of 2.6 up and remains
almost constant above 50%-Co. In the ordered B2 phase, the magnetic moment
of Fe increases with Co concentration and reaches a maximum at 50%-Co before
decreasing. It is worth noting that this stoichiometrical FeCo B2 phase, showing
the highest magnetization, is also the most stable chemical phase of bcc Fe-Co at
low temperatures [131].

Mixing energy as a function of temperature

The main advantage of the EIM + MC approach is able to extend the DFT calcu-
lations of the mixing energies to finite-temperature studies. We have determined
mixing energies of bcc Fe-Cr, Fe-Mn and Fe-Co random alloys via spin-MC sim-
ulations using the DFT parameterized EIMs. We have adopted chemical SQSs to
represent the random solutions (results in Figs. 4.5a, 4.5b and 4.5c). For each
composition and temperature, we performed spin-MC simulations with fixed
atomic configurations. Since on-lattice MC is adopted, we talk about mixing en-
ergies instead of enthalpies when referring to these results. The obtained lowest-
temperature values are in good agreement with the 0 K DFT results (Fig.4.4 [73-75]).
Fig. 4.5a shows the Fe-Cr mixing energies at 10 K and 2000 K. At 10 K, the
system is found at the ordered magnetic ground state and it is paramagnetic at
2000 K, for all compositions. The low-temperature curve is asymmetric due to
the magnetic-driven anomaly at the low-Cr limit, as described above. As ex-
pected, this anomaly disappears at the PM state, making the high-temperature
curve symmetric. Interestingly, the height of the both mixing-energy curves ap-
pears to be very similar [74]. When comparing this result with literature data, the
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Figure 4.5: Mixing energies of bcc (a) Fe-Cr, (b) Fe-Mn and (c) Fe-Co alloys, for
various temperatures, as predicted by EIM + spin-MC simulations.

recent CALPHAD study by Xiong et al. concludes that the maximum of mixing
enthalpies H™* near 50% Cr decreases by only 0.015 eV from 0 to 1529 K [132],
while this difference is approximately 0.03 eV between the perfectly FM and PM
states according to a DFT-DLM study [133].

Regarding bcc Fe-Mn, the temperature evolution of the bcc Fe-Mn mixing en-
ergy is closely related to the magnetization of the system (see Fig. 4.5b). Indeed,
for any given composition, two regimes can be clearly identified: below the mag-
netic transition temperature (see Fig. 4.6), the mixing-energy curve remains quite
similar to the 0 K curve, while beyond the magnetic transition temperature, it
converges to its high-temperature PM limit. It can also be noticed that at both
high and low temperature limits, that is, as soon as for all the concentrations the
temperature is located either below or above the magnetic transition tempera-
tures, the mixing-energy curve is symmetric. However, for the intermediate tem-
peratures an asymmetry appears between the Mn-rich and the Fe-rich domains.
Also, the Mn-rich mixing energies decrease faster with increasing temperature
than the Fe-rich values. This asymmetry is consistent with the just-mentioned
two-regime behavior, considering the difference between the Fe-rich and the Mn-
rich magnetic transition temperatures. Indeed, we predict the magnetic transition
temperature to decrease with Mn concentration, in agreement with experimental
data (see Sec.c. 4.3.2 and Fig. 4.6) [75].

Also, we notice that the paramagnetic limit (2000 K) of the mixing energy
curve is very similar to the non-magnetic contribution (in the Fe-Mn EIM) to the
0 K mixing energy [75], indicating that the mixing between Fe and Mn atoms has
a negligible impact on the average magnitude of their respective magnetic mo-
ments. Overall, the present results suggest that the spin disorder favors the mix-
ing of Fe and Mn, while spin ordering favors the phase separation tendency. Our
results are in qualitative agreement with a recent CALPHAD prediction [134], in
which the thermodynamic parameters lead to a fully positive mixing energy of
bcc Fe-Mn alloys, and it decreases with increasing temperature.

In Fig. 4.5¢, the mixing energies of disordered bcc Fe-Co alloys are presented
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for various temperatures: namely low (1 K), intermediate (700 K) and high (1000 K,
1500 K) temperatures. For all the studied temperatures, the mixing energies re-
main negative. The mixing energy curve presents a minimum around 40% Co
at 1 K and this minimum slightly shifts to a lower concentration of Co when
temperature increases. The temperature-evolution of the mixing energies is not
monotonous. They decrease slightly when temperature increases from 1 K to
700 K. At higher temperatures, the variation is more visible as the mixing ener-
gies drop rather fast from 700 K to 1000 K. Interestingly, the trend is reversed at
higher temperatures as the mixing energies increase from 1000 K to 1500 K, in the
paramagnetic regime.

These variations can be rationalized in terms of distinct Curie temperatures
for systems of different compositions. As an example, we consider the 50%-Co
system. We can look at the change of total energy of the systems involved in the
mixing energy expression (pure Fe, pure Co, and Fe-50% Co A2-phase) at a given
temperature with respect to their respective 1 K values [73]. Atlow temperatures,
the change of energy in all the three systems is almost the same, it leads to the
almost unchanged mixing energy. In the range of 700 K - 1100 K, the change in
the total energies of pure Fe and pure Co is faster than that in the Fe-Co system,
due to the strong magnetic disordering near the magnetic phase transition in the
pure systems (1065 K for Fe and 1077 K for Co from the Fe-Co EIM). As a result,
the mixing energy decreases. Above 1100 K, the total energies of the pure Fe
and Co systems tend to saturate, while the one of the Fe-Co alloy increases more
rapidly as this system goes close to its Curie point and thus the mixing energy
increases.

4.3.2 Magnetic and chemical phase stability

Spin-atomic MC simulations using the EIMs also allow us to predict the composition-
evolution of magnetic transition temperature, the stability of chemical phases,
and their interplay. In this section, I present a few examples of such studies and
compare our predictions with experimental data. These examples concern: the
concentration-dependent Curie temperature in bcc Fe-Mn [75], and the magneto-
chemical phase diagram of bcc Fe-Co and fcc Fe-Ni alloys. [73, 76]. As shown
below, the bcc Fe-Co and the fcc Fe-Ni alloys exhibit some distinct characteris-
tics in terms of the relative importance of magnetic and vibrational excitations on
chemical phase transitions. Finally, I describe the strong sensitivity of chemical
phase boundary to magnetism in bec Fe-Cr alloys [74].

Curie temperature of bcc Fe-Mn

Concerning the Curie temperature (T.) evolution of bcc Fe-Mn alloys in the Fe-
rich region, the obtained values up to 20 at. % Mn are shown in Fig. 4.6. As can
be seen, T¢! (T¢!) decreases with Mn concentration with a slope of around 10 K
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per Mn at.%, in excellent agreement with most literature data. Indeed, various
experimental works have shown that the T, tends to decrease in the dilute limit
linearly with Mn content, at a rate of approximately 10 K per Mn at.% [135-138],
as shown in Fig. 4.6.

For larger Mn concentrations up to 20 at.% of Mn, some discrepancy in exper-
imental data appears. While there is still a decrease of 10 K per Mn at.% in the
case of Paduani et al. [135], Yamauchi et al. [130] found a much larger decreasing
slope of around 43K per Mn at.%. One possible explanation for the deviation of
Yamauchi’s result is that their magnetic measurements are biased by the use of
cold-rolling on the samples in order to stabilize the body-centered cubic phase
[130, 139], which is not the case in the other experimental studies. A recent CAL-
PHAD assessment [134] also proposed such a decrease of T¢! with Mn content of
approximately 10 K per Mn at.%, as shown in Fig. 4.6.
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Figure 4.6: Curie temperature versus Mn concentration of Fe-Mn random solu-

tions: a comparison between EIM + MC simulation results and various experi-
mental data [135-138].

Magneto-chemical phase diagram of bcc Fe-Co

In the Fe-Co case, Curie temperatures were determined to be 1316 K and 1461 K
for respectively the 50 %-Co A2 and ordered B2 structures. Systematic calcula-
tions were also performed for other Co concentrations. The results allow us to
predict the magnetic phase diagram of bcc Fe-Co alloys (Fig. 4.7). The experi-
mental data from Refs. [140-142] were also added for a comparison. However,
please note that some of these experimental Curie temperatures may not always
come from direct measurements, but obtained by data extrapolations [142]. They
roughly coincide with the bcc—fcc transition temperatures for a large range of Co
concentrations. As can be seen, the Curie points obtained by our model via MC
simulations are in good agreement with the experimental data, with the highest
discrepancy not exceeding 100 K, which is within a reasonable margin of error.
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The obtained result is also compatible with the equilibrium phase diagram, in
which the both B2 and A2 bcc phases present a FM state while the fcc phase
presents a PM state. Our predicted Curie temperature is found to increase sig-
nificantly (from around 1060 K to above 1220 K) in the range from 0 to 20% Co,
then it reaches the maximum value of about 1340 K at 40% Co before decreasing
to about 1200 K for 70% Co.

According to the equilibrium phase diagram, the ordered B2 and the disor-
dered A2 phases are separated by a second-order transition [143]. We have then
determined the phase boundary between these two phases, via a determination
of the temperature-dependence of the chemical long-range-order at each Co con-
centration [73]. To this end, coupled spin-atom Monte Carlo simulations were
performed.

It is worth mentioning that the present model, like most on-lattice EIMs, does
not include naturally the contribution of lattice vibrations. Nevertheless, even
without the vibrational entropy, our model still provides a satisfactory prediction
of the B2-A2 transition temperature (Fig. 4.7). This is because in the bcc Fe-Co
systems, the vibrational entropies of the B2 and the A2 structures are found to
be very similar. For instance, 3.25 kg, per atom for the B2 and 3.31 kg for the
A2 phase, at 50 % Co from DFT. Indeed, for this phase transition, we found that
effect of the lattice vibrations is negligible compared to that of magnetic excitation
although both A2 and B2 are FM phases [73].

Phase diagram of fcc Fe-Ni

Fig. 4.8 shows the fcc Fe-Ni phase diagram predicted by the EIM, compared with
those from our pure DFT study [144] and a recent CALPHAD [145] assessment.
As expected, there is an absence of the fcc PM (7ypps) solid solutions from DFT
considering only FM configurations. Besides, there is an overall good agreement
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between data from the three methods although some differences on chemical
order-disorder transition temperatures (T,,,) can be observed,

Before going into details of the chemical phase transitions, we first look at
the composition evolution of Curie temperature. According to our EIM, the fcc
random solid solutions with more than 20% Ni present a collinear FM ground
state [76]. Fig. 4.9 shows the predicted and experimental Curie temperatures. The
experimental data were measured in samples quenched from 923-1273 K [147,
148] with non-zero atomic SRO. The "SMC" (spin-MC) results are obtained by
equilibrating the magnetic configuration but keeping atoms frozen to a fully ran-
dom structure with zero atomic SRO. The "CMC" results are obtained with the
equilibrium spin-atom structures which show stronger atomic SRO than the ex-
perimental samples. The predicted Curie temperatures of the experimental sam-
ples should therefore lie between the CMC and SMC curves.

In alloys with xx; > 0.45, the CMC results of Curie points are in very good
agreement with the experimental data (Fig. 4.9), while the SMC results are slightly
lower. This indicates that the experimental atomic SRO is closer to that of the
equilibrium structures obtained in CMC simulations than the zero value of the
random alloys. However, the CMC results show a large deviation from the ex-
perimental data in alloys with xy; <0.4. Indeed, the predicted equilibrium struc-
tures around 10-40% Ni at 570-700 K consists of two different disordered phases,
as shown in the Fe-Ni phase diagram (Fig. 4.8). Therefore, the structures from
CMC simulations do not correspond to the experimental homogeneous disor-
dered samples. Meanwhile, the difference between the SMC results and experi-
mental T;s in alloys with xn; <0.3 may be due to the non-zero atomic SROin the
measured samples.

The ordered structures L1y-FeNi and L1,-FeNi3 have a FM ground state, with
the experimental T, higher than those in the disordered alloys of the same compo-
sitions. This feature is well reproduced by our EIM predictions, which compare
favourably with the experimental results

Turning to the chemical order-disorder transitions, as summarized in Table
4.2, we find that the transition temperature (T ;) at 50% and 75% Ni are in-
creased by respectively 332 K and 154 K, if the vibrational entropy term is switched
off in the EIM. This confirms the strong vibrational effects on the chemical transi-
tions in fcc Fe-Ni alloys as suggested in our previous DFT study [144]. As shown
in Table 4.2, that DFT study showed that considering only the ideal configura-
tional entropy leads to largely overestimated values of T,,,, whereas a reason-
able estimation of T, can be obtained if vibrational entropies of mixing are
included. The effects of magnetic excitations, which are neglected in the DFT
study [144] but included in the EIM, are found to have a relevant but smaller im-
pact than the vibrational contribution on these chemical transitions occurring in
the FM state.

Interestingly, the calculated phase diagrams from both EIM and CALPHAD
predict a triangle-shape miscibility gap between the ferromagnetic and paramag-
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netic random alloys. This gap is consistent with observations in the Invar alloys,
in which the Ni-rich and Fe-rich local regions are suggested to be ferromagnetic
and paramagnetic respectively [149, 150]. Further details on the phase diagram
can be found in Ref. [76].

Table 4.2: Chemical order-disorder transition temperatures (in K) in the Fe-Ni al-
loys with 50% and 75% Ni. The excitations (configurational (conf), vibrational
(vib) and magnetic (mag)) considered in the calculations are indicated in paren-
thesis.

50% Ni  75% Ni

DEFT [144] (conf) 920 1030
DFT [144] (conf+vib) 640 830
EIM, this work (conf+mag) 930 920
EIM, this work (conf+vib+mag) 598 766
Exp. [151-154] 593 770-790

Magnetization is known to have an impact on the chemical order-disorder
transition temperature. To study how different magnetic states influence the
chemical transitions, we control the magnetic state with a temperature Ts;,, dif-
ferent from the temperature controlling the chemical evolution. Here we consider
two extreme cases with the fixed spin temperature, namely the 1 K MGS and the
ideal PM state (T;;,=1500 K).

Table 4.3 shows the chemical transition temperatures in the alloys with 50%
and 75% Ni with different magnetic states. In the alloy with 75% Ni, the predicted
transition temperature ranges from 715 K to 885 K depending on the magnetic
state of the system. A strong FM order as in the MGS tends to further stabilize
the ordered alloy over the disordered one, while the paramagnetism reduces the
phase stability of L1,-FeNi3. On the other hand, the trend is reversed in the alloy
with 50% Ni. The influence of the magnetic state on the L1j-disorder transition
temperature is less important than on the L1,-disorder transition temperature.

Table 4.3: Chemical order-disorder transition temperatures (in K) in fcc Fe-Ni
alloys with 75% and 50% Ni, obtained with various magnetic states. EQ: equilib-
rium magnetic state at considered temperatures. MGS: perfectly ordered mag-
netic ground state (Tspin=1 K), and ideal PM: state (T5pin=1500 K).

Composition EQ MGS PM
75% Ni 766 885 715
50% Ni 598 555 610
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Figure 4.10: Fully equilibrated bcc Fe-Cr phase diagrams (blue solid symbols):
compared with the ones obtained with imposing a spin temperature (T;;, differ-
ent from the system’s temperature : T, = 10 K (green), and Tj;, = 2000 K (red).
Curie and Néel temperatures are shown with dashed lines for information. The
open symbols indicate the presence of stable solid solutions fo the distinct cases.

Phase diagram of bcc Fe-Cr

It is also relevant to illustrate the sensitivity of the chemical phase boundary to
the magnetic state via the chemical phase diagram of bcc Fe-Cr [74]. To this end,
we have determined the phase boundary (or the solubility limit in this case) by
imposing a spin temperature (T, for the spin MC steps) different from the one
(system’s T) for the atomic MC steps. The comparison of these results with the
equilibrium phase diagram is shown in Fig. 4.10. We considered two extreme
cases with T,;;= 10 K and Ts;,, = 2000 K, corresponding to respectively a maxi-
mum and a zero magnetic long-range order imposed for the Fe-Cr alloys at any
Cr concentration. In the former case, the magnetic entropy is practically zero.
Note that all the considered system temperatures are above the Néel temper-
ature curve. With Ts,;,, = 10 K, the system is constrained to be at the magnetic
ground state of any atomic configuration, for example, overall FM in an Fe-rich «
region and mainly AF in a Cr-rich &’ region. In the former, the spin of Cr solutes
are anti-parallel to the Fe spins, while in the latter, Fe spins are generally non-
collinear to the Cr spins due to the presence of magnetic frustration [114, 123]. It
is therefore not surprising to notice a clear increase of Cr solubility limit in the
Fe-rich phase at rather low system temperatures (below 800 K), compared with
the T, =T case (Fig. 4.10). It is fully consistent with the stabilization of Cr solu-
tion in FM, due to the anti-ferromagnetism between Cr and the surrounding Fe
atoms. On the other side, there is only minor changes in the Fe solubility in the
Cr-rich limit below 1000 K. Another specificity of this low Ts,;, phase diagram
is that the alloy remains decomposed at least up to 1500 K, for 30-50 at. % Cr.
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At variance, beyond 1000 K and 20 at. % Cr, the real Fe-Cr system exhibits a PM
state based on our magnetic phase diagram, and the system is already out of the
miscibility gap. As already mentioned, in a concentrated Fe-Cr solid solution, the
FM Fe-Fe, AF Fe-Cr and AF Cr-Cr magnetic interaction tendencies present in the
magnetic ground state induce strong frustrations [123]. They destabilize the solid
solution leading to the a-a’ phase separation.

By setting T;p;, = 2000 K, the system is constrained to be PM for the whole
concentration range. By comparing results with the real phase boundary, we no-
tice, as expected, a decrease of Cr solubility in Fe at low temperatures Concerning
the Fe solubility in the Cr-rich limit, there is a significant increase up to around
1000 K. The resulting more symmetric phase diagram (compared to the real one)
is fully consistent with the more symmetric shape of the mixing energy curve
(Fig. 4.5a).

4.4 Magnetic effects on vacancy formation

4.4.1 Vacancy formation in bcc Fe, fcc Fe, and fcc Ni

As mentioned in Sec. 4.1, most studies on temperature-evolution of vacancy for-
mation in literature are devoted to bcc iron. Via spin-atomic MC simulations
using DFT informed EIMs, we have systematically compared the temperature
behavior of vacancy formation magnetic free energy in fcc Ni, and in bec and fec
Fe [155]. In this study, we pay a special attention to distinct effects of orientational
and magnitude fluctuations of the considered atomic spin, namely respectively
transversal and longitudinal spin fluctuations.

Before checking the vacancy properties, we first looked at the magnetic prop-
erties of the defect-free systems. The spin-MC results reveal that the longitudinal
spin fluctuations are more significant in fcc Fe and Ni than in bec Fe. In partic-
ular for fcc Ni, neglecting the temperature evolution of spin magnitudes leads
to an overestimation by 220 K of the Curie point. Then, we determined the va-
cancy formation energy, magnetic entropy and magnetic free energy as functions
of temperature for the three systems. Results are shown in Fig. 4.11.

The overall impact of the magnetic transition on the vacancy formation prop-
erties are found to be more significant in bcc Fe than in fcc Fe and Ni. The sub-
stantial decrease of the vacancy formation energy from the FM to the PM state
in bce Fe is mainly due to the transversal rather than the longitudinal spin ex-
citations. This is coherent with the strong dependence of the formation energy
on the spin-orientation ordering in bcc Fe as predicted by DFT calculations [155].
Consistently, a weaker dependence of the vacancy formation energy on the spin
ordering in fcc Fe and Ni leads to a smaller variation of the vacancy properties
below and above the magnetic transition.

Otherwise, We noted a significant effect of longitudinal spin excitations on
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the magnetic free energy of vacancy formation in fcc Fe, resulting in its steady
decrease above the Néel point. Below its Néel point, such effect is comparable but
opposite to that of the transversal excitations. These features are also consistent
with our DFT results in fcc Fe, which demonstrated a stronger dependence of
vacancy formation energy on the spin magnitude rather than the spin ordering
[155]. Interestingly, it is noted that the predicted vacancy formation energy in the
PM fcc Fe is close to the AFD-state value, but it is significantly (0.52 eV) lower
than the formation energy obtained with NM fcc Fe. Although the latter has been
largely adopted in some recent publications studying diffusion properties in fcc
Fe, our results suggest that the PM fcc Fe is better represented by the AFD rather
than the NM state.

Regarding the vacancy formation in fcc Ni, the transversal spin excitation just
below the Curie temperature leads to a sudden increase of the vacancy forma-
tion magnetic free energy, while the longitudinal spin fluctuation above the Curie
temperature leads to a steady increase of this quantity.

The cases of fcc Fe and Ni reveal a relevant role of longitudinal spin excitation
on the vacancy formation properties (not seen in bcc Fe), which can not be well
captured by a classical Heisenberg model. At variance with the bcc-Fe case, the
widely used Ruch [81] model (Eq. 4.1) cannot be applied in these systems to
predict the temperature evolution of energetics of vacancy formation.
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Figure 4.11: Vacancy formation properties (free energy, energy and entropy, in-
cluding the magnetic contributions) in the three systems calculated from the EIM
approach. Gfmag and E;Mg are given with respect to the 0 K MGS values (1.43 eV

for FM fcc Ni, 1.83 eV for AFD fcc Fe and 2.20 eV for FM bcc Fe). The vertical
lines denotes the EIM-predicted magnetic transition temperatures.

Of course, for a prediction of equilibrium vacancy concentration, we also need
to include the vibrational entropy. Since the focus of this study is the magnetic
effects, we just estimated the vibrational entropies via DFT for the collinear MGS
of each system, and assumed them to remain the same as a function of temper-
ature. This approximation naturally neglects the magnon-phonon coupling and
the anharmonic vibrational effects at high temperatures. Within the present ap-
proximation, the predicted vacancy formation energies and equilibrium vacancy
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concentrations are overall in good agreement with experimental data, which are
available only at high temperatures (see [155] and references therein). We con-
firm that the vibrational entropy of vacancy formation has a stronger contribution
than the magnetic one for all the three systems. But the latter is clearly nonnegli-
gible in bee Fe, as neglecting this contribution leads to an underestimation of the
equilibrium vacancy concentration by a factor of 5.

4.4.2 Vacancy-solute binding across the magnetic transition
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Figure 4.12: Magnetic free energy versus temperature (in K) of : vacancy forma-
tion in pure Fe (triangles), at a 1Inn site of a Cu or a Mn solute (left), and binding

between a solute and a Inn-vacancy (right), as predicted by EIM + MC simula-
tions.

Temperature evolution of vacancy-solute interaction properties, such as the
magnetic free energy of binding (accounting for the magnetic entropy), can also
be determined via MC simulations coupled with EIMs. The vacancy-solute bind-
ing energy at a Inn distance dictates the vacancy concentration next to a solute
atom, which is especially important for the determination of solute diffusion co-
efficients via a vacancy mechanism. [25, 27]

Using the spin-atomic MC approach, we have determined the binding energy
for the very dilute limit via the difference of the magnetic free energy of formation
of a vacancy at a 1nn site of a solute and in a pure bcc Fe system. The vacancy
formation energies are determined by evaluating the corresponding equilibrium
vacancy concentrations as a function of temperature. A detailed description of
the numerical method employed can be found in Refs. [2, 75].

The left panel of Fig. 4.12 shows the vacancy formation magnetic free energy
in pure Fe and at 1nn sites of a solute (Cu or Mn) in bec Fe, as functions of temper-
ature. Concerning the pure Fe case, the vacancy formation magnetic free energy
obtained in the low and high temperature limits (respectively 2.20 and 1.99 eV
in FM and PM states) is in agreement with previous experimental and DFT data
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from literature, ranging from 2.00 to 2.24 eV in the FM state and from 1.54 to 1.98
eV in the ideal PM state [68, 77-79, 156]. The vacancy formation magnetic free
energy in the PM state shows very scattered results in the literature. The values
are extremely sensitive to the computational details, while the various studies
are very consistent concerning the 0 K FM state [33, 68, 77-79, 156]. As can be
noticed, at low temperatures, the formation free energy at the 1nn sites of a Mn
(resp. Cu) solute is approximately 0.14 eV (resp. 0.16 eV) lower than the value
in pure Fe, which is overall consistent with the FM binding energies obtained via
DEFT calculations: between 0.15 eV and 0.17 eV for vacancy-Mn [33, 75, 157], and
0.24 eV for a vacancy-Cu pair [2].

Interestingly, as the temperature increases, the formation energy difference
or the binding energies decrease towards approximately zero in the fully PM
regime, for both Mn and Cu cases (right panel of Fig. 4.12). This solute-vacancy
binding behaviour indicates that the magnetic disorder is able to erase the chemical-
interaction effects in the very dilute Fe alloys. Since we have observed an identi-
cal behavior in the case of two solutes that exhibit quite different electronic and
magnetic properties, it appears to be a rather general behaviour in bce Fe systems,
independent of the chemical nature of the solute. This dominance of magnetic-
disorder over chemical effects is fully coherent with a significant increase of the
solute kinetic correlation factor (indicating the approach to a random walk) from
the FM to the PM state, as discussed below, in Sec. 4.5.

4.4.3 Vacancy formation as a function of alloy composition

The prediction of the vacancy formation energy in alloys beyond the extremely
dilute limit is a more difficult task, since the thermal magnetic effects and the
magneto-chemical coupling can be strongly dependent of the alloy composition.
Also, it involves some technical complexities when applying the Widom substi-
tution techniques. I describe such a composition dependence in the case of fcc
Fe-Ni alloys for the whole composition range via spin-atomic MC simulations
[76].

Vacancy formation magnetic free energy G}nag in fcc Fe-Ni alloys was calcu-
lated as a function of temperature and composition using the Widom-like sub-
stitution method [76, 85, 88, 109]. Interestingly, the results show that magnetic
disorder leads to an increase of G}nag while chemical disorder has the opposite

effect.
In the Fe-Ni solid solutions (from 700 K to 1500 K), G}nag tends to decrease

with increasing Ni concentration. They are in reasonably good agreement with
available experimental data, considering the dispersion of the latter (Fig. 4.13a).
Our results reveal that the effects of magnetic excitations and magnetic disorder
on vacancy formation properties are much more significant in concentrated Fe-Ni
alloys than in pure Fe or Ni, due to a stronger magnetic interaction in the concen-
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Figure 4.13: (a) Predicted vacancy formation magnetic free energy;, G}mg as a func-
tion of Ni concentration in fcc Fe-Ni at several temperatures, compared to the ex-
perimental vacancy formation energies (fcc Fe [158-161], fcc Ni [162-166], fcc Fe-
Ni alloys [167, 168]). The solid lines denote the results obtained in the equilibrium
spin-atom structures, whereas the dotted line denotes the results obtained in the
chemically disordered structures in the MGSs, which are FM above 25% Ni and
non-collinear below 25% N. (b) Difference between G}nag in the disordered chem-
ical configurations at 1500 K with the equilibrium magnetic states and with the
1 K MGS, the average magnetic exchange interaction energies | < J;M;M; > |,
and the Curie temperatures in the disordered structures are shown.

trated alloys as reflected in the concentration dependence of Curie temperatures
(Fig. 4.13b). Such a behaviour suggests that the MGS is not a good representa-
tion of the PM state for the modelling and determination of vacancy formation
properties in no-dilute fcc Fe-Ni (and probably also in fcc Fe-Ni-Cr) alloys.

It is also worth noting that the temperature evolution of G}nag in the magnetic
alloys cannot be described by the Ruch model [81] or the Girifalco model [169]
due to the simultaneous evolution of magnetic and chemical degrees of freedom.

4.5 Impact of magnetic excitation and transition on
atomic diffusion

4.5.1 Self and solute diffusion in a-Fe across the Curie point

We have determined atomic diffusion properties in Fe-based systems based on
the DFT-parameterized EIM coupled with on-lattice kMC simulations. As out-
lined in Sec. 4.1, we have constructed EIMs to describe the magnetism and the
energetics of atoms in the bulk, near a vacancy, and at a saddle-point site for an
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Figure 4.14: Activation magnetic free energy (left) and tracer diffusion coefficients
(right) for self-diffusion in bcc iron, from EIM + MC simulations. The predicted
Curie temperature (1050 K) is indicated by a vertical dashed line. The various
experimental diffusion coefficients come from Refs. [170-181].

vacancy-atom exchange. Details of the model parameters and of the kMC setup
can be found in Ref. [2, 33]. Please note that as mentioned in Refs. [68, 107, 182], a
quantum treatment of spins is necessary for a correct prediction of the magnetic
entropy at low temperatures. The self-diffusion coefficients are obtained by di-
rectly simulating the tracer diffusion experiments with the kMC simulations [2].
We compute the mean square displacement of the tracers and we determine the
physical time at each temperature using Eq. 4.3 [2]. Note that the lattice-vibration
effects (in the vacancy formation entropy and the attempt frequency) are not in-
trinsically accounted for in the present EIM-kMC setup but calculated separately
by DFT in the FM state. The magnon-phonon effects are therefore not considered.

Via the same kMC simulations, we also determined the magnetic free energy
of vacancy migration. Adding the latter to the magnetic free energy of vacancy
formation, as described previously, we obtained the activation free energy for
tracer self-diffusion in a-Fe. The values are shown in Fig. 4.14. Regarding the
activation free energies, the EIM reproduces closely the DFT value at the low-
temperature limit (2.90 eV). The asymptotic PM value is evaluated at 2000 K
(2.46 eV). These energies are in good agreement with previous DFT and avail-
able experiments data (2.63 — 3.10 eV and 2.48 — 2.92 eV for ideal FM and PM
states, respectively [78, 156]).

As shown in Fig. 4.14, our approach predicts the self-diffusion coefficients
versus temperature in excellent agreement with experimental data [170-181]. Es-
pecially, the sudden deviation from Arrhenius law (namely the "kink") near the
Curie temperature is predicted without any additional assumption. The differ-
ence of slope (activation energy) between the FM and the PM regimes is also
successfully predicted. It is worth mentioning that if we adopt the Boltzmann
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(instead of the Bose-Einstein) distribution in the spin-MC, the "kink" around the
Curie point will be significantly underestimated, due to a delocalization of magnetic-
excitation effects over a large region of temperatures below Tcyyie [2].

At variance with the DFT based DLM approach [33, 78], where an additional
interpolation model (often the Ruch model[81]) is required to access the diffusion
properties at intermediate temperatures, the current approach provides an equal
description for all temperatures regardless of the magnetic state. The crucial point
is, of course, an accurate parametrization of the EIMs. On the other hand, our ap-
proach allows to reach time scales of several orders of magnitudes longer than the
spin-lattice dynamics simulations [68]. Therefore, it is also promising to address
more complex kinetic processes than the atomic diffusion, such as segregation,
phase ordering or precipitation.
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Figure 4.15: Tracer diffusion coefficients for Fe, Mn and Cu in iron from EIM + MC
and experiments (left), and the corresponding kinetic correlation factors (right).
For the latter, the values are also determined with constraining the system to a
FM state, for a comparison. The experimental results of lijima et al. [176] and
Liibbenhusen & Mehrer [183] (Fe), Hegde et al. [33] (Mn) and Salje et al. [181]
(Cu) are shown.

In order to investigate solute diffusion in bcc iron, we applied the same method-
ology as for the self-diffusion [2, 75]. Fig. 4.15 provides a comparison of the tracer
diffusion coefficients for Fe, Cu and Mn in a-iron, as resulted from the current
EIM approach [2, 33]. The simulation results are compared with the experimen-
tal data of Iijima et al. [176] and Liibbenhusen & Mehrer [183] (Fe), Hegde et al.
[33] (Mn) and Salje et al. [181] (Cu).

From the obtained results (Fig. 4.15), we note a kink of a different size at the
Curie point in the Arrhenius plot of the different elements, which is proportional
to the respective AQ (difference of activation energy between the FM and the PM
regimes). The AQ is the largest for Fe (0.46 eV), followed by Cu (0.22 eV), and
the smallest being for Mn (0.11 eV). This hierarchy is in fully agreement with
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available experimental data [33]. In addition, it is interesting to note that the
difference of activation energy between the different solutes is significantly larger
in the FM state (up to 0.48 eV) than in the PM state (up to 0.13 eV).

Fig. 4.15 also shows that the kinetic correlation factor fso,; for Cu and Mn
diffusion increases with temperature up to an asymptotic limit of 0.73, which
is the fr, value in pure bcc Fe. To clarify the role of magnetic disorder on the
fsolute» Wwe have performed similar kMC simulations for Cu and Mn diffusion, but
imposing a perfect FM order for all atomic-kMC temperatures. The results show
that the kinetic correlation factor of a solute diffusion increases much more slowly
when magnetic order is imposed. This observation, together with the smaller
difference between the activation free energies of Fe and distinct solutes in a-Fe
at the PM than at the FM state (as shown in Fig. 4.16), suggest a dominance of
the magnetic-disorder over the chemical-interaction effect in the extremely dilute
Fe-X systems. Indeed, the magnetic free energy of binding between a vacancy
and a solute atom (both Mn and Cu) practically vanishes at the high-temperature
limit as shown in Fig. 4.12 [2, 75].

4.5.2 The "magnetic kink": the diffusion of 3d-elements in a-Fe
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Figure 4.16: Experimental tracer diffusion coefficients for Fe and some other 3d
solutes in bcc-iron, normalized with a high-temperature value in order to better
compare the slopes. The data come from Refs. [174, 176, 181, 183-185].

As observed experimentally (Fig. 4.16), Fe and any 3d-solute in bec-iron present
a rather similar activation energy (Q) in the PM regime, while their Q in the FM
state can be significantly different. Therefore, the size of the kink and the dif-
terence between the FM and PM activation energies (AQ) of the distinct solutes
are mainly dictated by the Q in the FM state. To better understand this, we have
determined, by means of DFT calculations, the 1nn solute-vacancy binding en-
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Figure 4.17: Solute-vacancy (a) binding energy and (b) exchange barrier from
DFT. We show the values with fully relaxed magnetic moments and with the
solute moment constrained to zero (NM solute).

ergy and the solute-vacancy exchange barrier (two important components of the
activation energy) in a-Fe for all the 3d solutes [33].

It is well known that, several properties of the magnetic 3d elements (Cr, Mn,
Fe, Co, Ni) show a deviation from the expected parabolic behaviour as a func-
tion of the d-band filling [186]. We have therefore computed the binding energy
(Fig. 4.17a) and the exchange energy barrier (Fig. 4.17b) under two different con-
ditions: either (i) imposing the solute magnetic moment to zero while relaxing
the moment of all other atoms, or (ii) relaxing the magnetic moment of all the
atoms. In the former case, we observe the expected nearly-parabolic behaviour,
while we note in the latter case some deviation from the overall trend for certain
magnetic elements, especially for Mn and Co. For Mn, the very strong deviation
leads to an increase of vacancy-Mn binding energy and a decrease of vacancy-Mn
exchange barrier, both of around 0.2 eV. This results to a decrease of the activation
energy of around 0.4 eV in the FM state, making it closer to the Q value in the PM
state. Therefore, the resulting "kink" in the diffusion coefficients is significantly
reduced for Mn in a-iron, as shown both experimentally and by DFT-based sim-
ulations [33]. For Co, the deviation leads to an opposite effect, that is, an increase
of the Q in the FM regime, and therefore a larger kink at the Curie point. These
predictions are fully consistent with experimental data shown in Fig. 4.16.

The above mentioned deviations can be rationalized by comparing the total
system energy difference (AE) between the system with and without imposing
the solute moment to zero, for three distinct solute local environments involved
in the calculation of the binding energy and the exchange barrier. We see from Fig.
4.18a that, at the saddle-point position, the AE curve follows the solute moment
magnitude curve (Fig. 4.18b), while deviations from the solute moment curve
are observed for Mn and Co AE, with the solute either in the defect-free bulk
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Figure 4.18: (a) Total system energy difference (AE) between the cases with the
solute-moment relaxed and constrained to zero. (b) Relaxed magnetic moment
magnitude of the solute (in yp). Data are shown for the solute in the defect-free
FM Fe, next to a vacancy, or in the saddle-point position.

environment or next to the vacancy.

For Mn, these deviations are due to the very strong local-environment depen-
dence of the energy differences shown in Fig. 4.18a, with the smallest AE for a Mn
solute in the bulk, then next to the vacancy, and then at the saddle point. Please
note that the relaxed Mn spin is anti-parallel to Fe spin in the three local environ-
ments. In fact, a specificity of Mn, DFT calculations predicted the presence of two
energy minima for a single Mn solute in bec iron (Sec. 4.2.2) [121]: the AF-Mn
with a large Mn moment anti-parallel to the Fe moments, and the FM-Mn state
showing a small Mn moment parallel to the Fe moments. We note that the AEs for
Mn shown in Fig. 4.18a closely follow the trend of the energy difference between
the AF-Mn and the FM-Mn states. In the bulk, there is only 0.07 eV of energy
difference between these two states. The FM-Mn configuration is energetically
less favorable next to a vacancy (with an energy difference of 0.28 eV) , and such
energy difference is even larger for a Mn at the saddle-point position (0.53 eV).

4.5.3 Composition-dependence of atomic diffusion properties

The magneto-chemical effects on atomic diffusion in concentrated alloys cannot
be easily extrapolated from the knowledge in the dilute limits, because these ef-
fects can be strongly sensitive to the alloy composition. The impact of magnetic
transition may also be composition dependent. From a technical point of view,
dealing with concentrated alloys requires a proper statistical sampling of both
chemical and magnetic configurations, which is practically impossible employ-
ing only DFT calculations.

In order to illustrate the composition-dependence of diffusion properties, I
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Figure 4.19: Tracer diffusion coefficients in PM fcc Fe-Ni alloys under equilib-
rium conditions. Lines represent the predictions from our work. Symbols are the
experimental data compiled in Ref. [187], including ten different studies in non-
dilute alloys (only two of them measured simultaneously Dy, and Dy;).

discuss, in this section, the tracer diffusion in fcc Fe-Ni alloys and in bce Fe-Mn
alloys. In the Fe-Ni system, we predict the composition-evolution of the tracer
diffusion coefficients, in good agreement with experimental data in the PM solid
solutions. In the Fe-Mn case, we analize the composition-dependence of the
Curie-point impoact on Mn diffusion, via a concerted modelling-experimental
study.

Diffusion in fcc Fe-Ni

We computed Fe and Ni tracer diffusion coefficients in PM Fe-Ni solid solutions
at temperatures above 1200K [108] in the whole composition range, via the DFT-
informed EIM-kMC simulations. Fully consistent with previous experimental
data [187], we predicted a rather weak composition dependence of the diffusion
coefficients (Fig. 4.19).

We rationalized this weak composition dependence as a compensation of dis-
tinct contributions of the main constituents of the diffusion coefficients, namely
the equilibrium vacancy concentration and the effective jump frequency. For this
purpose, we proposed a way to express the tracer diffusion coefficient in concen-
trated alloys in terms of its components, using the same formal expression as in
the dilute limit [108].

First of all, I remind that in an infinitely dilute alloy containing B-solute atoms,
the solute-diffusion coefficient is known to have the following expression (the
same as Eq. 4.5) [24, 26, 28]:

Dj = a*fgxy exp(G) P /kpT)Tp (4.7)
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Figure 4.20: Comparison of tracer diffusion coefficients in fcc Fe-Ni structures
at 1223 K, between results with the equilibrium PM state and imposing the 1 K
MGS.

where a is the lattice constant, fp is the correlation factor for the solute atom,
xy is the vacancy concentration of the corresponding system without the solutes,
G)'® the solute-vacancy binding free energy, and I'p is the jump frequency of the
B-solute atoms. Note that this expression is totally equivalent to the Eq. 4.5.

For non-dilute alloys of a given composition, we propose that the diffusion
coefficients of the B element can be formally written as:

Dy = a*fpxy(1 — [ASRONE) (4.8)

where xy in this equation denotes the vacancy concentration in the alloy, [ASRO}:"2
is the Cowley-Warren short-range order parameter of Inn vacancy-B pairs [188,
189], and I'p represents an effective jump frequency of the B atoms. Pleasee note
that 1-[ASROINN becomes exp(GY™®/kgT) in Eq. 4.7 in an infinitely dilute alloy.
The derivation of Eq. 4.8 is detailed in Ref. [108].

In order to better understand the impact of magnetic disorder, we compare
the obtained diffusion coefficients in the PM state wiut the ones obtained with
the same high-temperature solid solutions but by imposing the 0-K ordered mag-
netic state corresponding to each composition. Interestingly, a much stronger
composition dependence of the diffusion properties is predicted if the 0-K mag-
netic configurations are adopted instead of the PM state (Fig. 4.20). This effect
persists well beyond the dilute limit, regardless of the alloy composition. This
result suggests that the magnetic disorder (in the PM state) tends to reduce the
chemical-interaction (therefore chemical-composition) effects. Such a reduction
of chemical-interaction effect due to the magnetic disorder was indeed evidenced
in some dilute bcc Fe systems as shown above. The different diffusion proper-
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ties of ordered and disordered magnetic states indicate that the magnetic ground
state is not a proper descriptor of diffusion in the PM concentrated alloys.

Diffusion in bec Fe-Mn

Using the same methodology, we have also determined the tracer diffusion coef-
ficients in rather dilute bec Fe-Mn alloys, up to 2 at.% Mn, and closely compared
the obtained results with the tracer diffusion experimental data by S. Divinski et
al. [98]. Both simulations and experiments considered temperatures below and
above the Curie point, ranging from 700 K to 1200 K. The main goal of this study
is to investigate the correlation between the alloy composition and the magnetic-
transition impact on atomic diffusion. In particular, as already shown above, the
Curie transition has a very weak effect on Mn-solute diffusion in the extremely
dilute limit. It is then interesting to know if this behavior persists with an increas-
ing Mn content.

First, Fig. 4.21 gives both experimental and simulation results for tempera-
tures of 1120 K and 838 K. We see a very reasonable quantitative agreement, at-
testing the validity of the modelling approach.
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Figure 4.21: Mn (red symbols) and Fe (black symbols) diffusion in bcc Fe-Mn
alloys at 1023 K (a) and 838 K (b). The experimental data (filled symbols) are
compared with the EIM + kMC predictions (open symbols). The dashed lines
represent the experimentally established trends.

Then, as clearly visible in Fig. 4.22, the simulation results show a stronger
composition dependency of the Mn than the Fe diffusion coefficients. This be-
havior is also consistent with the 1120 K experimental data (Fig. 4.21).

As in the case of Fe-Ni, our simulation results allow us to gain insight into the
distinct behavior of the various constituents of the tracer diffusion coefficients,
that is, the equilibrium vacancy concentration, the migration free energy, the cor-
relation factor and the solute-vacancy binding energy. Details are described in
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Figure 4.22: EIM + kMC results on relative tracer diffusion coefficients with re-
gard to the extremely dilute value of (a) Mn and (b) Fe as functions of the Mn
concentration, for various temperatures.
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Figure 4.23: The a parameter as defined in the Ruch model (Eq. 4.9) [81] from
experimental (empty symbols) and EIM (solid symbols) results, for Mn (blue)
and Fe (red) tracers diffusion.

Ref. [98]. For instance, above the Curie temperature (e.g. 1120 K), we find a larger
Mn-vacancy binding energy with increasing Mn concentration, which is the main
reason of the increased Mn diffusion coefficients with respect to the infinitely di-
luted limit (Fig. 4.22). On the other side, below the Curie temperature (e..838 K),
we note a decrease of the correlation factor and an increase of the solute migra-
tion barrier with a larger Mn content, making the overall reduced Mn diffusion
coefficients compared to the infinitely diluted case (Fig. 4.22).

Similar to previous findings on the diffusion properties in extremely dilute a-
Fe systems and in Fe-Ni alloys, the present simulation results also suggest that, in
the PM state, magnetic disorder significantly reduces the chemical effects. This is
more visible in the properties related to Mn diffusion, in the weaker concentration
dependency of the Mn jump frequency and of its correlation factor in the PM state
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than in the FM state, as well as a smaller Mn—vacancy binding in the PM state [98].
Finally, concerning the composition dependence of the magnetic-transition
impact, we plot the a parameter in Fig. 4.23. This parameter is defined in Eq. 4.9:

QFM _ QPM

a= QM

It comes from the Ruch model [81] providing a quantitative idea of the relative
change of the diffusion activation energy (slope in the Arrhenius plot) between

the perfectly FM and PM states (respectively Q™ and QPM). As can be see in
Fig. 4.23, there is a significant increase of the a parameter for Mn diffusion with
increasing Mn concentration, while this one remains practically unchanged for Fe
diffusion. For instance, in Fe-2.0at.% Mn, this a parameter attains similar values
for both Mn and Fe, while a for Mn diffusion is significantly smaller than that for
Fe in the extremely dilute limit (see Secs. 4.5.1 and 4.5.2).

(4.9)

4.6 Magnetism versus microstructure

In view of the validity of the present modelling approach on prediction of the dif-
fusion properties in Fe alloys, we expect it to be also capable to predict kinetics of
processes driven by atomic diffusion, for example phase ordering and precipita-
tion, and interfacial segregation. In particular, this methodology could allow us
to gain insights into the interplay between the microstructure evolution and the
change of local and global magnetism in the magnetic metallic alloys.

As an example of such interplay, H. Yamamoto [190] raised, based on exper-
imental measurement, differences in magnetic behavior of quenched and 773 K-
annealed Fe-Cr random alloys, initially prepared from Fe and Cr powders at
1372 K. The Cr concentrations considered range from 20 to 46 wt.%.

We have applied a combination of EIM and MC and kMC simulations to eluci-
date this microstructure-magnetism correlation in Fe-Cr alloys [191]. For this first
attempt, we applied a previously-implemented interaction and diffusion model
(without spin variables) [31], coupled with kMC, to describe the microstructure
evolution along the simulated annealing. Then, we transferred snapshots of the
resulting chemical configurations to the MCE (also used in Sec/ 4.2) [115] based
MC for the determination of magnetic properties. In this way, we obtained both
chemical and the corresponding magnetic configurations as a function of time.
The reason of this two-step simulation is because the development of the "kinetic"
version of our magnetic EIM for Fe-Cr is still ongoing. We went beyond the scope
of the Yamamoto’s work by considering not only Fe-rich but also Cr-rich alloys.

We have performed simulated annealing of initially random alloys at 773 K
for times of the order of 10° s. This thermal annealing substantially changes the
alloys microstructure. As expected from our predicted Fe-Cr phase diagram, so-
lute atoms quickly form clusters in the both systems (Fe-32 at.% Cr and Cr-25
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Figure 4.24: Time evolution during the 773 K annealing of the overall Curie tem-
perature (a), and the distribution of local Cr concentration up to fifth-neighbor
shell of each atom (b), in the Fe-32 at.% Cr alloy. The emergence of two peaks in
(b) indicates a phase separation.

at.% Fe). The clusters sizes increase with time according to power law [191].

For the Fe-32 at. % Cr alloy, the global magnetization and Curie temperature
increase with increasing annealing time and cluster/precipitate size (Fig. 4.24a).
It is not surprising that at large simulation times, the Curie temperature ap-
proaches the value for Fe-15 at. % Cr solid solution (1020 K based on this MCE),
which corresponds to the chemical composition and configuration of the Fe-rich
phase in the completely phase-separated alloy at 773 K. Indeed, as shown in
Fig. 4.24b, at long simulation times, the emerged Fe-rich phase already contains
around 15% Cr. The Cr-rich phase formed has a very small contribution to the
global Curie temperature due to its much smaller volume fraction. Our results
provide explanation for the magnetization difference between quenched and an-
nealed samples by Yamamoto [190]. At that time, the origin of his observation
was unclear, but now we can state that this difference stems from formation and
growth of a’-precipitates and decrease of Cr content in the Fe-rich matrix (from
32% to 15%) with annealing time.

For the Cr-25 at.% Fe alloy, precipitation also results in an increase of the over-
all Curie temperature (Fig. 4.25a), although at the end of the simulation time
(arounf 10° s), the global Curie temperature ( 800 K) remains below the expected
value in the Fe-rich precipitates (1020 K). Two factors contribute to this result:
(i) vacancy mediated atomic-diffusion (and therefore microstructure evolution)
is slower in Cr-rich alloys compared to Fe-rich ones, and (ii) Fe-rich minority
precipitates in Cr-25 at. % Fe is affected by Cr-rich surroundings that suppress
ferromagnetism[191] (Fig. 4.25b).

By determining the correlation between the precipitation and the evolution of
magnetism, the simulation results also suggest a way to monitor the precipitation
stage (for example the characteristic size of precipitates [191]) via the overal Curie
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Figure 4.25: Time evolution during the 773 K annealing of the overall Curie tem-
perature (a), and the distribution of local Fe concentration up to fifth-neighbor
shell of each atom (b), in the Cr-25 at.% Fe alloy. The emergence of two peaks in
(b) indicates a phase separation.

temperature of the system. But obviously, in the case of a two-phase system, the
experimentally measured magnetization and Curie point are not homogeneous
properties in the entire sample. Atomiistic simulations are therefore useful for a
detailed interpretation of their values and their origin.

4.7 Associated collaborations and publications

A significant part of results shown in this Chapter comes from the Ph.D thesis
work of R. Soulairol, of A. Schneider, and of K. Li. I also appreciate fruitful col-
laborations with M.Y. Lavrentiev, S. Dudarev and C. Barreteau on the studies of
Sec. 4.2. In addition, the work on the finite temperature magnetic effects is di-
rectly connected to our frenco-german ANR MAGIKID project, which promoted
various stimulating collaborations with german colleagues, especially with S. Di-
vinski, T. Hickel, R. Drautz, and with french colleagues: H. Amara and V. Pierro-
Bohnes et al.. A postdoc (V.T. Tran) was also hired thanks to this project. I am
also very thankful to F. Soisson for the support and collaboration concerning the
Monte Carlo simulations.

Please find below a list of most relevant publications related to the content of
this Chapter: P4.1 to P4.4 for Sec. 4.2, P4.5, P4.6 and P4.8 for Sec. 4.3, P4.7 and
P4.8 for Sec. 4.4.1, P4.9 to P4.11 for Sec. 4.5, and P4.12 for Sec. 4.6.

* P4.1: Structure and magnetism of bulk Fe and Cr: from plane waves to
LCAO methods
R Soulairol, CC Fu, C Barreteaun, J. Phys. Condens. Matter 22, 29550 (2010),
doi:10.1088/0953-8984 /22 /29 /295502.
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Abstract:Magnetic, structural and energetic properties of bulk Fe and Cr
were studied using first-principles calculations within density functional
theory (DFT). We aimed to identify the dependence of these properties on
key approximations of DFT, namely the exchange—correlation functional,
the pseudopotential and the basis set. We found a smaller effect of pseu-
dopotentials (PPs) on Fe than on Cr. For instance, the local magnetism
of Cr was shown to be particularly sensitive to the potentials represent-
ing the core electrons, i.e. projector augmented wave and Vanderbilt ul-
trasoft PPs predict similar results, whereas standard norm-conserving PPs
tend to overestimate the local magnetic moments of Cr in bcc Cr and in di-
lute bec FeCr alloys. This drawback is suggested to be closely correlated to
the overestimation of Cr solution energy in the latter system. On the other
hand, we point out that DFT methods with very reduced localized basis
sets (LCAO: linear combination of atomic orbitals) give satisfactory results
compared with more robust plane-wave approaches. A minimal-basis rep-
resentation of ‘3d” electrons comes to be sufficient to describe non-trivial
magnetic phases including spin spirals in both fcc Fe and bcc Cr, as well as
the experimental magnetic ground state of bcc Cr showing a spin density
wave (SDW) state. In addition, a magnetic ‘spd’ tight binding model within
the Stoner formalism was proposed and validated for Fe and Cr. The respec-
tive Stoner parameters were obtained by fitting to DFT data. This efficient
semiempirical approach was shown to be accurate enough for studying var-
ious collinear and non-collinear phases of bulk Fe and Cr. It also enabled
a detailed investigation of different polarization states of SDW in bcc Cr,
where the longitudinal state was suggested to be the ground state, consis-
tent with existing experimental data.

P4.2: Magnetic and energetic properties of low-index Cr surfaces and
Fe/Cr interfaces: A first-principles study

R Soulairol, CC Fu, C. Barreteau Phys. Rev. B 84, 155402 (2011),
https:/ /doi.org/10.1103/PhysRevB.84.155402.

Abstract: Density functional theory calculations are performed to investi-
gate the impact of magnetism on the energetics of low-index Cr surfaces
and Fe/Cr interfaces, that is, Cr(100), Cr(110), Fe/Cr(100), and Fe/Cr(110).
We have also determined the stability of various Cr magnetic structures,
particularly the spin-density waves, in the presence of these surfaces and
interfaces. We show that the most stable structure of the spin-density wave
is mainly dictated by the subtle balance between bulk and surface/interface
influences, and strongly dependent on the surface/interface orientation.
Regarding the Cr surfaces, we confirm the role of magnetism to lower the
surface energy of Cr(100) with respect to Cr(110). Among all the possible
orientations of the wave vector, only the out-of-plane wave is found to be
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stable near Cr(100) surfaces with the high-moment sites located at the sur-
face layer. At variance, the in-plane wave is shown to be the most stable
one, consistent with experimental data for very thin Cr(110) films. Con-
cerning the Fe/Cr interfaces, magnetic frustrations are identified to be re-
sponsible for a higher formation energy of Fe/Cr(110) compared to that of
Fe/Cr(100). This unusual anisotropy of interface energies is clearly different
from the corresponding interfaces between Cr and a nonmagnetic element,
Cu. Two ways are suggested to relax partially the magnetic frustrations at
the (110) interface and to lower its formation energy. Noncollinear mag-
netic configurations can be developed where local moments of Fe and Cr
atoms are perpendicular to each other. Also, in order to preserve phase co-
herence, in-plane spin-density waves show a very stable magnetic structure
with the nodes at the interface layer. The presence of low-moment sites at
Fe/Cr(110) offer another way to relax the magnetic frustrations and lower
the interfacial energy.

P4.3: Low-and high-temperature magnetism of Cr and Fe nanoclusters in
iron-chromium alloys

CC Fu, MY Lavrentiev, R Soulairol, SL Dudarev, D Nguyen-Manhn Phys.
Rev. B 91, 094430 (2015),

https:/ /doi.org/10.1103 /PhysRevB.91.094430.

Abstract: Low-energy magnetic states and finite-temperature properties of
Cr nanoclusters in bulk bec Fe and Fe nanoclusters in bulk Cr are inves-
tigated using density functional theory (DFT) and the Heisenberg-Landau
Hamiltonian based magnetic cluster expansion (MCE). We show, by means
of noncollinear magnetic DFT calculations, that magnetic frustration caused
by competing ferromagnetic and antiferromagnetic interactions either strongly
reduces local magnetic moments while keeping collinearity or generates
noncollinear magnetic structures. Small Cr clusters generally exhibit collinear
ground states. Noncollinear magnetic configurations form in the vicinity of
small Fe clusters if antiferromagnetic Fe-Cr coupling dominates over fer-
romagnetic Fe-Fe interactions. MCE predictions broadly agree with DFT
data on the low-energy magnetic structures, and extend the DFT analy-
sis to larger systems. Nonvanishing cluster magnetization caused by the
dominance of Fe-Cr over Cr-Cr antiferromagnetic coupling is found in Cr
nanoclusters using both DFT and MCE. Temperature dependence of mag-
netic properties of Cr clusters is strongly influenced by the surrounding iron
atoms. A Cr nanocluster remains magnetic until fairly high temperatures,
close to the Curie temperature of pure Fe in the large cluster size limit. Cr-
Cr magnetic moment correlations are retained at high temperatures due to
the coupling of interfacial Cr atoms with the Fe environment. Variation of
magnetization of Fe-Cr alloys as a function of temperature and Cr clusters
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size predicted by MCE is assessed against the available experimental data.

P4.4: Local environment dependence of Mn magnetism in bcc iron-manganese
alloys: A first-principles study

A Schneider, CC Fu, C Barreteau, Phys. Rev. B 98, 094426 (2018),
https:/ /doi.org/10.1103 /PhysRevB.98.094426.

Abstract: Magnetic behavior of a 3d solute in a ferromagnetic lattice can
be very sensitive to local environment, which is the case of manganese in
bce Fe. Body-centered cubic iron-manganese alloys are studied by means
of density functional theory in order to elucidate properties of the lowest-
energy magnetic states. Multiple magnetic minima are determined even
for the simplest case of an isolated Mn and a Mn dimer in bcc iron. The
magnetoenergetic landscape is analyzed within and beyond the collinear
magnetic approximation. A direct correlation is identified between the lo-
cal electronic charge and the local magnetic moment of a Mn solute, being
either isolated or forming a small cluster. In particular, the presence of a va-
cancy near the Mn atom, inducing a local charge decrease, tends to favor the
antiferromagnetic Fe-Mn interaction while the presence of an interstitial im-
purity with a strong electronic hybridization with Mn can favor a ferromag-
netic Fe-Mn interaction. Energetic and magnetic properties of Fe-Mn alloys
are systematically investigated for a large range of Mn concentrations. An
unmixing tendency is clearly noted. A detailed magnetic analysis suggests
the Mn-Mn magnetic interactions to be generally dominant over the Fe-Mn
interactions, both exhibiting an antiferromagnetic tendency. The average
magnetic moment of the Mn atoms in locally random alloys tends to be
antiparallel (parallel) to lattice Fe moments for Mn concentrations smaller
(larger) than approximately 6 at. %. The transition concentration is shown
to be lowered if considering Mn clustering which is energetically favorable.
The unsolved discrepancies between experimental and theoretical predic-
tions on the critical concentration for the Mn magnetic behavior change in
Fe-Mn solid solution are discussed in the light of the obtained results.

P4.5: Ab initio based models for temperature-dependent magnetochemi-
cal interplay in bcc Fe-Mn alloys

A Schneider, CC Fu, O Waseda, C Barreteau, T Hickel, Phys. Rev. B 103,
024421 (2021),

https:/ /doi.org/10.1103 /PhysRevB.103.024421

Abstract: Body-centered cubic (bcc) Fe-Mn systems are known to exhibit
a complex and atypical magnetic behavior from both experiments and 0 K
electronic-structure calculations, which is due to the half-filled 3d band of
Mn. We propose effective interaction models for these alloys, which con-
tain both atomic-spin and chemical variables. They were parameterized
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on a set of key density functional theory (DFT) data, with the inclusion of
noncollinear magnetic configurations being indispensable. Two distinct ap-
proaches, namely a knowledge-driven and a machine-learning approach
have been employed for the fitting. Employing these models in atomic
Monte Carlo simulations enables the prediction of magnetic and thermo-
dynamic properties of the Fe-Mn alloys, and their coupling, as functions of
temperature. This includes the decrease of Curie temperature with increas-
ing Mn concentration, the temperature evolution of the mixing enthalpy,
and its correlation with the alloy magnetization. Also, going beyond the
defect-free systems, we determined the binding free energy between a va-
cancy and a Mn atom, which is a key parameter controlling the atomic trans-
port in Fe-Mn alloys.

P4.6: Ground-state properties and lattice-vibration effects of disordered
Fe-Ni systems for phase stability predictions

K Li, CC Fu, Phys. Rev. Materials 4, 023606 (2020).
https:/ /doi.org/10.1103 /PhysRevMaterials.4.023606.

Abstract: By means of density functional theory, we perform a focused
study of both body-centered-cubic (bcc) and face-centered-cubic (fcc) Fe-
Ni random solid solutions, represented by special quasirandom structures.
The whole concentration range and various magnetic configurations are
considered. Excellent agreement on the concentration dependence of mag-
netization is found between our results and experimental data, except in
the Invar region. Some locally antiferromagnetic fcc structures are pro-
posed to approach experimental values of magnetization. Vibrational en-
tropies of ordered and disordered systems are calculated for various con-
centrations, showing an overall good agreement with available experimen-
tal data. The vibrational entropy systematically contributes to stabilize dis-
ordered rather than ordered structures and is not negligible compared to the
configurational entropy. Free energy of mixing is estimated by including
the vibrational and ideal configurational entropies. From them, low- and
intermediate-temperature Fe-Ni phase diagrams are constructed, showing
a better agreement with experimental data than the one from a recent ther-
modynamic assessment for some phase boundaries below 700 K. The deter-
mined order-disorder transition temperatures for the L10 and L12 phases
are in good agreement with the experimental values, suggesting an impor-
tant contribution of vibrational entropy.

P4.7: Effects of magnetic excitations and transitions on vacancy forma-
tion: cases of fcc Fe and Ni compared to bcc Fe

K Li, CC Fu, A Schneider Phys. Rev. B 104 , 104406 (2021),

https:/ /doi.org/10.1103 /PhysRevB.104.104406.
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Abstract: Vacancy is one of the most frequent defects in metals. We study
the impacts of magnetism on vacancy formation properties in fcc Ni, and
in beec and fec Fe, via density functional theory (DFT) and effective inter-
action models combined with Monte Carlo simulations. Overall, the pre-
dicted vacancy formation energies and equilibrium vacancy concentrations
are in good agreement with experimental data, available only at the high-
temperature paramagnetic regime. Effects of magnetic transitions on va-
cancy formation energies are found to be more important in bec Fe than in
fcc Fe and Ni. The distinct behavior is correlated to the relative roles of
longitudinal and transversal spin excitations. At variance with the bcc-Fe
case, we note a clear effect of longitudinal spin excitations on the magnetic
free energy of vacancy formation in fcc Fe and Ni, leading to its steady
variation above the respective magnetic transition temperature. Below the
Néel point, such effect in fcc Fe is comparable but opposite to the one of the
transversal excitations. Regarding fcc Ni, although neglecting the longitu-
dinal spin excitations induces an overestimation of the Curie temperature
by 220 K, no additional effect is visible below the Curie point. The distinct
effects on the three systems are closely linked to DFT predictions of the de-
pendence of vacancy formation energy on the variation of local magnetic-
moment magnitudes and orientations.

P4.8: Magnetochemical effects on phase stability and vacancy formation
in fcc Fe-Ni alloys

K'Li, CC Fu, M Nastar, F Soisson, MY Lavrentiev, Phys. Rev. B 106, 024106
(2022),

https:/ /doi.org/10.1103 /PhysRevB.106.024106.

Abstract: We investigate phase stability and vacancy formation in fcc Fe-
Ni alloys over a broad composition-temperature range, via a density func-
tional theory parametrized effective interaction model, which includes ex-
plicitly spin and chemical variables. On-lattice Monte Carlo simulations
based on this model are used to predict the temperature evolution of the
magnetochemical phase. The experimental composition-dependent Curie
and chemical order-disorder transition temperatures are successfully pre-
dicted. We point out a significant effect of chemical and magnetic orders
on the magnetic and chemical transitions, respectively. The resulting phase
diagram shows a magnetically driven phase separation around 10-40% Ni
and 570-700 K, between ferromagnetic and paramagnetic solid solutions,
in agreement with experimental observations. We compute vacancy forma-
tion magnetic free energy as a function of temperature and alloy compo-
sition. We identify opposite magnetic and chemical disordering effects on
vacancy formation in the alloys with 50% and 75% Ni. We find that ther-
mal magnetic effects on vacancy formation are much larger in concentrated
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Fe-Ni alloys than in fcc Fe and Ni due to a stronger magnetic interaction.

P4.9: Atomic Diffusion in -iron across the Curie Point: An Efficient and
Transferable Ab-Initio-Based Modeling Approach

A Schneider, CC Fu, F Soisson, C Barreteau, Phys. Rev. Lett. 124 , 215901
(2020),

https:/ /doi.org/10.1103/PhysRevLett.124.215901.

Abstract:An accurate prediction of atomic diffusion in Fe alloys is challeng-
ing due to thermal magnetic excitations and magnetic transitions. We pro-
pose an efficient approach to address these properties via a Monte Carlo
simulation, using ab initio-based effective interaction models. The tem-
perature evolution of self- and Cu diffusion coefficients in a-iron are suc-
cessfully predicted, particularly the diffusion acceleration around the Curie
point, which requires a quantum treatment of spins. We point out a dom-
inance of magnetic disorder over chemical effects on diffusion in the very
dilute systems.

P4.10: Impact of magnetic transition on Mn diffusion in a-iron: Correla-
tive state-of-the-art theoretical and experimental study

O Hegde, V Kulitckii, A Schneider, F Soisson, T Hickel, ] Neugebauer, G.
Wilde, S. Divinski, CC Fu, Phys. Rev. B 104, 184107 (2021),

https:/ /doi.org/10.1103 /PhysRevB.104.184107.

Abstract: An accurate prediction of atomic diffusion in Fe alloys is challeng-
ing due to thermal magnetic excitations and magnetic transitions. We inves-
tigate the diffusion of Mn in bee Fe using an effective interaction model and
first-principles based spin-space averaged relaxations in magnetically dis-
ordered systems. The theoretical results are compared with the dedicated
radiotracer measurements of 54Mn diffusion in a wide temperature range
of 773 to 1173 K, performed by combining the precision grinding (higher
temperatures) and ion-beam sputtering (low temperatures) sectioning tech-
niques. The temperature evolution of Mn diffusion coefficients in bcc iron in
theory and experiment agree very well and consistently reveal a reduced ac-
celeration of Mn solute diffusion around the Curie point. By analyzing the
temperature dependencies of the ratio of Mn diffusion coefficients to self-
diffusion coefficients we observe a dominance of magnetic disorder over
chemical effects on high-temperature diffusion. Therefore, the missing ac-
celeration mainly reflects an anomalous behavior of the Mn solute in the
magnetically ordered low-temperature state of the Fe host, as compared to
other transition metals.

P4.11: Predicting atomic diffusion in concentrated magnetic alloys: The
case of paramagnetic Fe-Ni
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K Li, CC Fu, M Nastar, F Soisson, Physical Review B 107, 094103 (2023).
https:/ /doi.org/10.1103 /PhysRevB.107.094103.

Abstract: Predicting atomic diffusion in concentrated magnetic systems is
challenging due to thermal magnetic effects and complex magnetochemical
interplay. We propose an efficient approach via kinetic Monte Carlo using
ab initio parametrized models. We demonstrate its accuracy in the case of
Fe-Ni alloys, where we successfully predict and explain the weak compo-
sition dependence of diffusion coefficients due to a compensation of dis-
tinct contributions of their constituents. The diffusion-behavior difference
between the paramagnetic and the magnetic ground states is elucidated,
evidencing the role of magnetic disorder.

P4.12: Correlation between microstructure and magnetic properties dur-
ing phase separation in concentrated Fe-Cr alloys

MY Lavrentiev, CC Fu, F Soisson, ]J. Mag. and Mag. Mater. 506, 166763
(2020),

https:/ /doi.org/10.1016 /j.jmmm.2020.166763.

Abstract: We report a theoretical study of microstructure, magnetic prop-
erties, and their relationship in relatively concentrated Fe-Cr alloys in both
Fe- and Cr-rich regions. Annealing of initially random systems at 500 °C
for times of the order of 106 s substantially changes their microstructure.
In both systems, solute atoms form clusters with their sizes increasing with
time according to power law, with exponent being close to 0.2. For the Fe-
32 at. % Cr alloy, magnetization and the Curie temperature increase with
increasing annealing time and cluster size. At large simulation times, the
Curie temperature approaches its value for Fe-15 at. % Cr, the concentration
of completely phase-separated iron-rich alloy. For the Cr-25 at. % Fe alloy,
precipitation also results in an increase of magnetization and the Curie tem-
perature, although characteristic times are about one order of magnitude
greater.
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Chapter 5

Conclusions and Perspectives

With this report, I intent to summarize some of our most relevant results concern-
ing diffusion and clustering of structural point defects and solutes in various Fe
systems, via DFT calculations and DFT informed upper-scale simulations.

Chapter 2 describes the predicted diffusion mechanisms and activation en-
ergies of the elementary structural defects (vacancies, SIAs! (SIAs!) and their
small clusters) in a-Fe. It is also shown how these DFT results contribute to an
accurate interpretation of data from e.g. electrical resistivity measurements and
magnetic after effect experiments in irradiated pure and C or N doped Fe. The
DEFT predictions also enabled to solve discrepancies between various experimen-
tal conclusions.

Chapter 3 is focused on diffusion and clustering with vacancies of interstitial
and substitutional solutes in a-Fe. We consider the common interstitial solutes
(C, N and O), yttrium (representing oversized solutes), and two gas elements (He
and H) of interest under high-energy neutron irradiation.

The relative affinity of the interstitial C, N and O solutes with vacancies, and
the lowest-energy configurations of the solute-vacancy clusters are strongly dic-
tated by the electronic charge distribution around the solutes. Various impacts
of the high stability of vacancy-X (X = C, N, O) clusters against dissociation are
determined. For instance, the total vacancy concentration and the effective diffu-
sivity of vacancies are significantly increased and decreased, respectively, in the
presence of a tiny amount of the solutes. At variance with the common belief, O
and N atoms can play a stronger role than C solutes in some cases. Also, differ-
ent from the widely accepted scenario, once the interstitial solutes are trapped by
vacancies, they do not necessarily become less mobile. This is indeed the case of
solute diffusion via the V3X clusters, which are equally or more mobile than the
single X solutes.

Among the substitutional solutes, we pay a particular attention to the case
of oversized elements. Their vacancy-mediated diffusion cannot be described
by the standard mechanism. Instead, we propose it to diffuse via macrojumps.
These atoms generally diffuse faster than the host atoms in bcc and fcc lattices,
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which is the case of yttrium in iron. But, opposite to the standard substitutional
solutes, their tracer diffusion coefficients do not increase with increasing vacancy
concentration.

It is also found that the He-Fe repulsion is the main driving force dictating He
behavior in bec Fe, such as the He-He and He-vacancy clustering. The stability of
a cluster/bubble containing He, against emission of He or point defects, is gov-
erned by its local pressure (He-to-vacancy ratio). With an energetic preference to
form H-Fe than H-H bonds, the clustering behavior of H atoms in Fe is clearly
different from the one of He. At variance with standard substitutional solutes,
The dominant He migration mechanism is highly dependent of vacancy and SIA
concentrations in the system. Accounting for a rather small set of DFT data, a
rate theory based modelling was able to successfully reproduce the experimental
rate of He desorption from irradiated Fe during isothermal annealling. There,
the inclusion of interstitial C impurities in our model revealed to be indispens-
able. Finally. following the He segregation to Fe GBs, we confirm the He effect
to reduce GB cohesion. We predict this effect to be stronger with He atoms be-
ing isolated than forming clusters/bubbles at GBs. Even in the former situation,
a very large amount of He (around 5000 appm) would be required to induce a
complete GB decohesion. Although not directly comparable, these findings are
fully compatible with available experimental evidence.

In Chapter 4, I focus on the magnetic degree of freedom, which plays a key
role in properties of Fe alloys. To this end, we performed some DFT calculations
beyond the collinear-magnetism approximation, and some others constraining
local magnetic moments. In order to account for finite temperature magnetic ex-
citations and transitions, we have developed and applied spin-atomic on-lattice
MC and kMC approaches, using DFT parametrized EIMs.

First, the presence of low-temperature magnetic frustration in bcc Fe-Cr is
shown to modify the energetic hierarchy of various low-index Fe/Cr interfaces,
and to affect properties of Fe and Cr nano-clusters. Two ways are identified to
partially resolve the magnetic frustration: developing either non-collinear struc-
tures or a distribution of small moment sites (e.g. SDWs). Our results also re-
vealed a strong sensitivity of Mn magnetism in FM bcc Fe, depending on the
local chemical enviroment and the electronic density around the Mn solute. It
can be deduced from our DFT studies that, in bcc Fe-cr systems, the Fe-Cr AF
interaction tendency dominates over the Cr-Cr anti-ferromagnetism in the un-
derlying FM Fe lattice, while the situation is reversed in the bcc Fe-Mn system,
with the AF Fe-Mn interaction generally weaker than the Mn-Mn magnetic inter-
action. These overall "rules" are useful to determine the lowest-energy magnetic
configurations.

When including both spin and atomic variables and their coupling in our DFT
informed simulations, we were able to accurately predict magnetic and chemical
phase diagrams in a broad range of alloy compositions, as shown for bcc Fe-Co
and Fe-Cr, and fcc Fe-Ni alloys. In addition, these simulations enabled a split-
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ting of effects of chemical and magnetic excitations and of lattice vibration on
the phase transitions. These separate contributions are not obvious to obtain via
experiments..

Moreover, we predicted temperature evolution of tracer diffusion coefficients
of atoms in Fe alloys for various alloy compositions. The results at high temper-
atures are in very good agreement with experimental data, including the "kink"
around the magnetic transition. These studies allow, on one hand, to complete the
missing experimental diffusion data at intermediate and low temperatures, and
on the other hand, to gain insights into the distinct behavior of each of the compo-
nents of the diffusion coefficients (equilibrium vacancy concentration, vacancy-
atom binding, correlation factor, and jump frequencies). Thanks to the knowl-
edge on the individual contributions, this approach is able to predict quite eas-
ily diffusion properties in equilibrium and various non-equilibrium conditions.
Concerning the impact of magnetic disorder, it can be concluded from all our
studies that the magnetic disorder, occurring in the PM state, significantly re-
duces chemical-interaction effects in the Fe alloys, reflected by e.g. a weaker local
environment dependence of vacancy jump frequencies and therefore an increase
of correlation factors, and a reduction of compositional dependence of the diffu-
sion properties, Finally, It is worth noting that the present approach is particularly
important for the determination of defects formation and diffusion properties in
austenitic Fe alloys (e.g. Fe-Ni, Ni-Cr and Fe-Ni-Cr), which are often in a PM state
at temperatures of technological interest.

Related to the studies shown in this HDR report, some immediate perspec-
tives consist in an application of this EIM-MC approach to the formation and dif-
fusion of SIAs in the austenitic Fe alloys. These properties, especially in the PM
state, is practically unknown and extremely important for the understanding of
kinetic processes under irradiation. Also, we will include the finite-temperature
magnetic effects in our study of carbides in Fe alloys. We expect it to have a
significant impact on the theoretical predictions, since Curie temperature of the
carbides are generally much lower than that of the bcc Fe matrix.

From a methodological point of view, our current EIMs take into account ex-
plicitly the chemical and the magnetic variables, while the lattice vibration ef-
fects are only implicitly included through the model parameters, and the ther-
mal expansion is neglected. A relatively short-term perspective is to extend our
modelling approach to account for temperature dependent lattice vibration and
expansion, as well as their coupling with magnetic and chemical variables. As
a first step, this could be achieved via new EIMs parametrized on the tempera-
ture dependent data from off-lattice semi-empirical magnetic potentials or Tight
Binding models.
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