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A B S T R A C T

Over 40 years of studies of grain boundaries in ionic rock-salt materials have left the community divided. On one
hand, numerical simulations systematically predict open, hollow structural units to be the ground state. On the
other, most recent experiments report compact structures to be the norm. To reconcile modelling with experi-
mental evidence, we investigate the stability of three high-angle symmetric tilt grain boundaries in magnesium
oxide MgO with respect to the presence of charge-neutral vacancy pairs. We demonstrate that although open
structural units are energetically the most favourable, they are easily destabilized by vacancies. It follows that
open complexions can never be at equilibrium with the surrounding grains at finite temperature. On the con-
trary, compact structural units can accommodate a wide range of defects concentrations, and are much more re-
silient with respect to the absorption of vacancies. These results highlight the limitations of studies that consider
only the ground state, and stress the importance of accounting for the presence of other defects when modelling
grain boundaries in ionic materials.

© 20XX

1. Introduction

The study of grain boundary (GB) properties in metallic systems has
been quite a success story, owing to complementary contributions from
numerical simulations and experimental observations. Atomic-scale
simulations have long predicted that the ground state for symmetric
and asymmetric tilt GBs in face-centred and body-centred metals con-
sists of compact structural units where atoms occupy the GB plane
[1–13], and that other compact metastable structures may exist de-
pending on temperature [11,14–17]. These predictions are in excellent
agreement with high-resolution observations of GBs in metals [18,19].
Numerical computations also compare well with experimental estima-
tions of GB energies [20], and the mechanisms for their motion includ-
ing disconnections [10,18,21–23]. All physical properties of GBs derive
from their atomic configuration, therefore it is of critical importance
that numerical simulations predict GB structures that are relevant and
comparable to those observed experimentally.

The situation is more entangled in ionic materials with the rock-salt
structure. As early as 1974, Kingery proposed that GBs in sodium chlo-
ride NaCl and related compounds may have compact structures similar
to those observed in metals [24]. He was contradicted in 1983 when
Duffy and Tasker performed atomic-scale simulations in nickel oxide
(NiO) [25]. These authors reported that such compact GBs are unstable,
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and postulated that it was due to electrostatic repulsion between ions of
same charge at the interface. Instead they predicted that open, hollow
structural units (SU) are the most favourable [25]. This seminal paper
obviously had a major influence in the community modelling GBs in ox-
ides, because later simulations systematically have predicted open, hol-
low SU as the ground-state configuration, using either interionic poten-
tials [26–37], as well as more accurate ab initio calculations [38,39].
More elaborate methods like simulated annealing [35,40] or genetic al-
gorithms [41] also eventually yield open structural units as the ground
state, even if they also produce other metastable states that are more
compact. The fact that similar open GB structures were predicted by
simulations in NaCl [27], NiO [25,26,31], and MgO [29,38,39], indi-
cates that it is a feature shared by many compounds with the rock-salt
structure, and quite insensitive to the details of the electronic structure.
Based on these numerous and consistent results, many groups restricted
their work to the ground-state open complexions as input in their simu-
lations to investigate further GB properties like diffusion [30,42], de-
fect segregation [33,38,43], GB mobility [37] or thermal transport
[44]. More compact GB structures are usually found to be unstable or
metastable at best, and to be stabilized only in the presence of foreign
impurities [45–47] or under very large pressure [35–37,48]. Because
they are not the ground state, compact structures have been widely left
aside by the modelling community.

These numerical studies are in sharp contrast with the growing body
of experiments reporting compact GB structures in rock-salt materials
at ambient pressure. As early as 1987, Merkle and Smith reported com-
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pact GB structures in NiO using electron microscopy [49]. More recent
high-resolution observations confirmed the compaction of GBs in MgO
[46,47,50–53]. These experimental evidences indicate that open com-
plexions seldom occur in real-life samples, and are superseded by more
compact structures. This wide discrepancy between experiments and
modelling raise quite the conundrum: why do compact complexions
prevail over the ground-state open complexions predicted by simula-
tions? The relevance of atomic-scale simulations and their ability to
predict realistic GB structures is directly challenged. It is of paramount
importance that the modelling community brings a convincing explana-
tion for the prevalence of compact complexions, acknowledge them,
and turn its attention to them.

Temperature is naturally one of the major differences between
atomistic models and experiments. The former often rely on energy
minimization techniques (so-called 0 K calculations), while the latter
are bound to finite temperature. Temperature has several effects: it
changes the system’s free energy via an entropic contribution, and it
may introduce lattice disorder due to the formation of thermal vacan-
cies, interstitials, Frenkel or Schottky defects, and so forth. Recently,
Yokoi et al. evaluated the role of vibrational entropy in the stability of
GBs in MgO with ab initio methods [54]. Their calculations demon-
strate that vibrational entropy plays a role on the relative stability of
different GBs, and therefore on the expected distribution of GB popula-
tion. Yet for a given GB disorientation, entropy does not change the rel-
ative stability of open complexions over their compact counterpart. As
an example, the ( ) GB has the lowest free energy in its
open complexion at all temperatures investigated by these authors
[54]. We conclude that thermal vibrations alone are insufficient to ac-
count for the prevalence of compact GBs.

Another major effect of temperature is the formation of lattice de-
fects, especially at high temperatures. While numerical models usually
describe a GB between two perfect, defect-free crystals, natural or syn-
thesized samples often contain other defects like vacancies, interstitials,
dislocations, junctions with other GBs, and so on. Previous studies have
highlighted the crucial role of vacancies on the stability of GBs in ceria
CeO [55] or Y O -doped ZrO [56]. It is therefore sensible to test the
stability of GBs with respect to the presence of vacancies.

The goal of the present study is to rationalize the prevalence of com-
pact GBs, and provide a method for predicting GB structures compara-
ble to observed ones in rock-salt materials. For this, we model three
high-angle symmetric tilt grain boundaries (STGB) in MgO at the
atomic scale, namely the ( 5), ( 5), and

( 17). First, we show that vacancies are segregated in both
open and compact GB configurations. Then, we introduce disorder by
gradually removing MgO pairs from the GB, thus breaking symmetry
and periodicity in the GB plane. We demonstrate that the open com-
plexions are quickly destabilized and become more compact, while
compact complexions accommodate disorder while retaining compact
structures.

2. Methods

Magnesium oxide (MgO) with the rock-salt structure is modelled by
means of a semi-empirical rigid ion potential, composed of the
Coulomb interaction and a Buckingham potential accounting for short-
range interactions. We use the parameters proposed by Ball and Grimes
as reported by Henkelman et al. [57], with ions charges

where is the elementary electric charge. This po-
tential was fitted to ab initio calculations, and was successfully applied
to the bulk and surface properties of MgO, to the diffusion of MgO
dimer on (100) surface [57], to the study of dislocations [58], of grain
boundaries [36], and to the formation energy and migration of Schot-
tky defects [59], demonstrating its transferability and its adequateness
for the present study. All simulations are performed with LAMMPS
[60]. The Coulomb interaction is computed by means of the particle-

particle particle-mesh (pppm) method. The conjugate gradients algo-
rithm is used to minimize the energy, both with respect to atoms posi-
tions and the geometry of the simulation cell. In order to allow the sys-
tem to escape local energy minima, molecular dynamics (MD) simula-
tions are performed at high temperatures (above 1000 K), either in the
canonical (NVT) ensemble using a Nosé-Hoover thermostat, or in the
isobaric-isothermal (NPT) ensemble using a coupled Nose-Hoover ther-
mostat and barostat. A time step of 1 fs is used to integrate the equa-
tions of motion, and durations between 1 ps and 1 ns are simulated. De-
tails of the MD runs depend on the type of simulation, and are specified
throughout the results.

Atomic models are constructed with Atomsk [61], as detailed in our
previous study [36]. Two grains of MgO are rotated around
by opposite angles, resulting in a disorientation , and then cut and
stacked together to produce an initial symmetric tilt grain boundary
(STGB). Here we focus on the three following disorientations:
where the two crystals meet with planes; yielding the

GB; and corresponding to the GB. The resulting
systems count about 1000 atoms and contain two equivalent GBs sepa-
rated by 120 Å, which we verified sufficient to avoid spurious interac-
tions between them. The GB formation energy and excess volume per
unit of surface area are respectively defined as:

(1)

where and are respectively the total energy (eV) and vol-
ume (Å ) of the system containing the GB, and the energy and vol-
ume of a defect-free system containing the same number of atoms, and

is the area of the GB (Å ). The factor of 2 accounts for the fact that the
simulation cell contains two equivalent GBs. Note that energy differ-
ences are always computed between systems counting the same number
of atoms. The GB energy per surface area is then expressed in eV Å or
J m , and the excess volume per surface area in Å. Since we only
model STGB ( ) we use the Miller index as a sub-
script.

In conservative sampling, the energy landscape is probed by trans-
lating the top grain with respect to the bottom one by a vector con-
tained in the GB plane, and relaxing atoms only along the direction nor-
mal to the GB plane. This method, akin to -surface calculations devel-
oped for studying dislocations [62], has been widely applied for prob-
ing GB structures, both with interionic potentials [28,29,35,36] and
with ab initio methods [33,38,39]. Then, for each local minimum found
in this landscape, we perform a full relaxation of the ions and the cell
with the conjugate-gradients algorithm, in order to reach a stress-free
state. The final GB formation energy and excess volume per unit surface
area are then defined in Eq. (1).

The energy of interaction between a MgO vacancy pair and the GB is
computed as the difference between the total energy a system where
the vacancy pair is in the bulk far from the GB, and the total energy
of a system where the vacancy pair lies inside the GB:

(2)

A negative interaction energy means an attractive interaction be-
tween the GB and the MgO vacancy pair, while a positive energy means
repulsion. When the vacancy pair is introduced far from the GB the in-
teraction energy vanishes, as the energies and become more and
more comparable. In order to preserve stoichiometry as well as charge
neutrality, we remove pairs of MgO vacancies. We verified that the en-
ergy of vacancy pairs is lowest by far when the two vacancies sit next to
each other along a [001] direction, in agreement with previous studies
of Schottky defects in literature [59,63,64]. Therefore, when removing
a Mg ion we compute the energies of oxygen vacancies that are first
neighbour to it, and remove the O ion where it is most favourable. Then
we perform a MD simulation at 1000 K for 10 ps to allow the vacancy
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pair to escape an eventual energy minimum and explore other configu-
rations. The GB is duplicated until the interaction energies in the vicin-
ity of the GB are converged within 0.1 eV.

The atomic fraction is varied by sequentially removing pairs of MgO
ions from the GB. The vacancy pair concentration is defined as the ra-
tio between the number of MgO units removed and the number of GB
structural units (SU) in the periodic cell, . It can be re-
lated to the atomic fraction defined as (number of removed
atoms)/(number of atoms per layer parallel to the GB) in the works of
Frolov et al. [14], or Han et al. [15], and simply quantifies the number
of formula units available to construct structural units. After removing
a pair of MgO ions we perform MD at 1000 K for 10 ps to allow the sys-
tem to escape local energy wells, followed by full relaxation of ions and
the cell. Then another pair is removed and the procedure is repeated.
Since the removal of MgO pairs preserves the stoichiometry, the GB in-
trinsic energy and volume can still be computed with respect to a refer-
ence crystal containing the same number of atoms (Eq. (1)).

Visualization of atomic configurations is performed with OVITO
[65]. In order to facilitate the comparison of our atomic configurations
with electron microscopy images (e.g. HAADF), we also represent our
simulated configurations with 2-D Gaussian functions of magnitude
proportional to the atomic weight and projected in the (001) plane:

(3)

where is the mass of an ion and its position in the (001)
plane, and the position of the grid element. Projection of atomic
configurations into 2-D images is performed with Atomsk [61]. We
chose a grid resolution Å and a variance to pro-
duce the images.

3. Results

3.1. Conservative sampling of energy landscape

After construction and full relaxation of the initial , and
GB configurations, the energy landscape is probed by rigid dis-

placement of a grain by a vector contained in the GB plane (conserva-
tive sampling). The formation energy and excess volume are com-
puted according to Eq. (1). Conservative sampling was already per-
formed in many studies in literature [28,29,33,35,36,38,39], therefore
we only briefly describe the results obtained with the current empirical
potential.

As an example, the energy map resulting from conservative sam-
pling of the GB is reported in Fig. 1. Only two local energy
minima are found, owing to the high symmetry of the GB, in agreement
with similar simulations from literature. The first energy minimum is
located at , and it corresponds to the complexion containing
open structural units, illustrated in Fig. 1a. It has an energy

J m and an excess volume Å. The second energy
minimum is found by displacing the top grain by half the GB periodicity
along and , i.e. in fractional coordinates. It corresponds
to the most compact complexion, where structural units are filled with
two MgO columns as shown in Fig. 1b. This complexion has an energy

J m and an excess volume Å. The GB energies are
comparable to those from literature, for instance Verma and Karki ob-
tained 1.51 and 1.77 J m respectively using ab initio methods [39].
The two energy basins corresponding to these two complexions are sep-
arated by very large energies, of the order of 12 eV per unit area. It can
be concluded that it is virtually impossible for the system to transform
conservatively from one complexion to the other.

The other two GBs yield similar results. For the GB, two
energy minima are also found, corresponding to an open complexion

( J m ) and a compact complexion ( J m ). For the
GB we find an energy J m for the open complex-

ion, and J m for the compact one.
The most important outcomes from conservative sampling are: (1)

only two different complexions are found; (2) the open complexion sys-
tematically has the lowest energy and is the ground state for all sym-
metric GB, regardless of the computation method (DFT or
interionic potential); (3) complexions are separated by very large en-
ergy barriers, and the system can not transform from one complexion to
another in a conservative way. It can be concluded that conservative
sampling alone is ill suited for predicting GB complexions that are con-
sistent with experimental observations, and relevant for practical appli-
cations.

3.2. Interaction with a MgO vacancy pair

In addition to the previous calculations, it appears necessary to con-
sider non-conservative sampling, i.e. vary the number of atoms present
at the interface. To maintain charge neutrality we consider MgO va-
cancy pairs, and determine if their incorporation into the GB is
favourable or not.

To begin, we assess the interaction between the GB and a single
MgO vacancy pair, by computing the interaction energy between
the two defects according to Eq. (2). The initial systems (used previ-
ously in conservative sampling) are very small and relied on periodic
boundary conditions, so removing a pair of MgO ions from the GB
would be equivalent to removing an entire MgO column from each
structural unit, which is not a sensible thing to do. As a first step we du-
plicate the GB so the system contains at least 10 SU along both the
and directions, yielding systems containing about 100,000 atoms. We
verify that this system size is sufficient to obtain a good convergence of
GB energies and interaction energies.

Fig. 2 shows the interaction energy map for each type of GB, both
in their open and compact complexions. Mg ions are coloured accord-
ing to the interaction energy of the associated MgO vacancy pair,
while O ions are not coloured (they appear as small white spheres).
The interaction maps are symmetric with respect to GB planes, which
is expected since we investigate symmetric tilt GBs. Although some
sites near the GB planes appear to be unfavourable (represented in
red), overall the interaction energies are negative (in blue). This indi-
cates that when a vacancy pair is present, then placing it inside the GB
minimizes the system’s total energy. Interaction energies are typically
larger in magnitude in compact complexions (up to eV) than
in open complexions (between 1 and 2 eV). These values are consis-
tent with those computed by Uberuaga et al., who reported reduced va-
cancy formation energies (i.e. attraction) in the vicinity of MgO GBs
[33].

At this point it is worth emphasizing that the tendency for vacancy
segregation is not associated with a minimization of the GB interface
energy. On the contrary, adding defects inside the GB is expected to in-
crease its intrinsic energy (as defined in Eq. (1)), in a similar way that
adding defects in a perfect lattice increases its energy. This will be
demonstrated in the next section. What the energy maps in Fig. 2 show,
is that when a vacancy pair is present, the system’s total energy is mini-
mized by placing it in the GB. This point is key to understanding the
evolution of the GB configuration as more vacancies are added to the
system.

3.3. Half-filled columns

Now we remove one pair MgO ions in every second structural unit
along the axis, yielding half-filled columns associated with a
concentration /SU. To allow the system to escape local energy
minima, a region of 20 Å around the GB is heated at 2000 K and molec-
ular dynamics (MD) is performed in the micro-canonical (NVE) ensem-
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Fig. 2. Atomic configurations and divacancy interaction energy maps for the open (top) and compact (bottom) complexions, for (a,b) the {210}[001] GB
( ); (c,d) the {310}[001] GB ( ); (e,f) the {410}[001] GB ( ). Vertical black lines indicate the boundaries of the simulation cell. Along
the [001] direction normal to the page the GB is duplicated 10 times, so each system contains about 100,000 atoms. GB planes are indicated with horizontal
dashed lines. Mg ions are coloured according to the interaction energy (defined in the text) of the MgO vacancy pair with the GB, blue indicating attractive sites
and red negative sites. Oxygen ions are not coloured and simply appear as small white spheres. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

ble for 10 ps, while the remaining ions are maintained fixed to prevent
any rigid translation of the grains. This is followed by a full relaxation
of atoms and the simulation cell.

Fig. 3 shows the atomic structures obtained after removing half a
column from each SU in each of the initial GB. In the open complexions

(Fig. 3a,c,e), removal of half columns cause the GBs to relax rapidly
into more compact structures. This indicates that open complexions can
not contain half-filled columns while remaining open. Instead, atomic
columns are displaced inside the GB plane, forming denser SU. The re-
sulting GBs contain MgO columns, some of which are half-filled, i.e.

Fig. 3. Atomic configurations of GBs with half-filled columns ( /SU, same colour code as Fig. 1), obtained after removal of half a column in each SU along
[001] in (a) the open and (b) compact complexions of the GB; (c) the open and (d) compact complexions of the GB; (e) the open and (f) compact com-
plexions of the GB. White arrows point to the locations of half-filled columns. Gray-scale images are obtained by replacing ions with Gaussian functions (see
methods), and SU are overlaid with green and red spheres representing Mg and O ions belonging to the same [001] plane. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 1. Surface energy density for the atomically sharp STGB obtained by conservative sampling. The two energy minima correspond to the atomic struc-
tures represented on the right-hand side: (a) the ground-state open structural units, often predicted in simulations; (b) metastable compact structural units, more simi-
lar to experimental observations. Ions are coloured according to their central symmetry parameter, those in perfect environment being white and those near the GB
being coloured. Vertical lines show the boundaries of the actual simulation cell, to which periodic boundary conditions are applied. The gray-scale images are the
same configurations where ions are represented as 2-D Gaussian functions (see methods). A structural unit is overlined to facilitate comparison with other GB struc-
tures.
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every second MgO unit along [001] is missing, as indicated by arrows
in Fig. 3.

The intrinsic energies of these configurations are larger than the
previous open and compact complexions, and their excess volume is in-
termediate. For instance, the configuration obtained after
removing half columns from the open complexion has an energy

J m . It has an excess volume Å, making it denser
than the initial open complexion, but not as much as the fully compact
complexion.

In order to facilitate the comparison with experimental observa-
tions, we visualized these configuration by replacing atoms with Gauss-
ian functions, as shown in Fig. 3. We find a striking resemblance be-
tween our GB (Fig. 3c) and the experimental high-resolution
microscopy image obtained by Saito and co-workers [47,51], where SU
are filled with three atomic columns. The experimental observation of
this configuration confirms its stability. The fact that configurations
with half-filled columns are stable and have a well-defined periodicity
qualifies them as new complexions of these GBs, distinct from the two
discovered with conservative sampling. Note that their periodicity is
different from that of the previous open and compact complexions,
since along the periodicity vector is doubled.

We applied the same procedure to the fully compact GBs, removing
half a column and running MD and relaxation. The resulting configura-
tions are shown in Fig. 3b, d and f. Despite the missing half-columns,
the SU remain similar to those observed in the fully compact GB
(Fig. 2b, d and f). The GBs remain quite compact, with an excess vol-
ume comparable to that of the initial compact GB.

These simulations already unveil the different behaviours of the two
initial complexions. The open complexions are unstable when they con-
tain half-filled columns, and spontaneously transform into more com-
pact complexions where ions fill the SU. On the contrary, compact com-
plexions accommodate half-filled columns by keeping their SU intact,
and they remain compact. This is also reflected in the energy cost asso-
ciated with the defects: introducing half-filled columns in the open
complexion costs about 3.32 eV/SU, while for the compact complexion
it is only 1.20 eV/SU.

3.4. Non-conservative sampling

Now we simulate the evolution of the GB when the atomic fraction
is varied, i.e. when the number of MgO building blocks available in the
GB plane changes gradually. We begin with the open complexion, du-
plicated to contain 10 SU along and as explained previously. At
each iteration, either a pair of MgO ions is removed at a random posi-
tion near the GB plane, or no ion is removed at all. This allows changing
the atomic fraction by increments /SU. As previously, a re-
gion of 20 Å around the GB is heated at 2000 K and molecular dynam-
ics (MD) is performed, followed by a full relaxation of atoms and the
simulation cell. Then another pair of MgO ions is removed and the steps

above are repeated. This is similar to the procedure employed by Han
and co-workers in metallic systems [15], except that here the space is
not sampled again after removing ions. The procedure is repeated until
a concentration /SU is reached, modelling about 1000 different
GB configurations for each disorientation, including configurations
where the periodicity of the initial GB is not respected. As before, the
GB intrinsic energy is defined as the difference of total energy between
the system with the GB and a perfect MgO crystal with the same num-
ber of atoms (Eq. (1)).

Fig. 4 reports the evolution of the intrinsic energy and volume of
each GB as the number of removed MgO units is increased. As stated
earlier, the initial GB containing only open SU ( ) has the lowest
energy ( ) and the largest formation volume (represented in red). As
soon as the first ions are removed the GB intrinsic energy increases, as
expected from the previous section. What is unexpected is that this en-
ergy increases rapidly, reaching J m at the concentration

/SU for all three GB disorientations. Meanwhile, the excess
volume drops just as rapidly to Å indicating that the GB be-
comes much more compact. This evolution is also reflected in the
atomic structure of the GB. Fig. 5 shows the atomic configuration of the

GB as the concentration of removed ions increases. When
/SU, the GB transforms into a more compact configuration

containing a mixture of compact SU and SU with partially filled MgO
columns. In other words, removing one MgO pair every eight structural
units is sufficient to trigger the transformation into a compact complex-
ion.

As the concentration is increased further, the energy reaches a maxi-
mum around 2.2 J m , and then remains stable for the GB
(Fig. 4), or decreases for the and GBs. Half-filled columns
disappear and the SU become more similar to the fully compact com-
plexion, as visible from the atomic configurations (Fig. 5c–e). Concomi-
tantly, as the concentration approaches /SU (i.e. when one MgO
unit is removed from each SU), the GB intrinsic energy approaches that
of the fully compact complexion ( J m ).

As more ions are removed from the GB ( /SU), its intrinsic en-
ergy remains stable in the case of the GB, or increases
slightly for the and GBs. However the variations of in-
terface energies are much smaller than the initial increase, and the GB
energies vary around 2.2 J m . In any case, removing more ions never
triggers a transformation back to the open complexion. Instead, the GB
keeps a low excess volume (shades of blue in Fig. 4). Inspection of
atomic configurations confirms that the GB remains compact, with
some atomic columns that are incomplete (Fig. 5g,h). Ultimately, re-
moving more MgO units leads to the migration of the GB out of its
plane.

To summarize, open complexions are very sensitive to small varia-
tions in the atomic fraction, their interface energy increasing rapidly.
Therefore we expect them to be easily destabilized by vacancies, e.g.
diffusing from the bulk of the grains or from neighbouring boundaries,

Fig. 4. Evolution of the GB intrinsic energy and volume with respect to the concentration of MgO vacancy pairs, for the , and STGB in MgO.
The GB excess volume is represented with a colour code, from dark blue (low excess volume, more compact) to red (large volume). The value corresponds to
the initial GBs in their open complexion and duplicated . Several points may correspond to the same value of , because sometimes MD and relaxation are
performed without removing any ion. Horizontal dashed lines indicate the energies of the open ( ) and compact ( ) complexions. (For interpretation of the refer-
ences to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 5. Evolution of the atomic structure of the GB as pairs of MgO ions are gradually removed from it. Atoms are visualized with the central symmetry
parameter (left) and as Gaussian functions (right). The GB plane is overlined with a dashed line. (a) Atomic configuration of the open GB with a single MgO pair re-
moved, corresponding to a concentration /SU. The SU are hollow. Following figures correspond to concentrations of (b) /SU; (c) /SU;
(d) /SU; (e) /SU; (f) /SU; (g) /SU; (h) /SU.
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leading them to become more compact. On the contrary, compact con-
figurations are rather insensitive to such variations. They maintain
their compaction, and their energy changes are relatively small.

3.5. Defective initial surfaces

In the previous simulations, the initial GBs were constructed from
single crystals of MgO with pristine, defect-free surfaces. In experimen-
tal work where a GB is formed by stacking two crystals and annealing
them at high temperature, it is likely that the initial surfaces are not as
regular as the ones typically used in simulations. Instead, each surface
may contain steps or terraces, as illustrated in Fig. 6. We investigate the
influence of the initial surface state on the type of complexion that is
formed when two crystals are joined.

The formation of GBs from defective surfaces is simulated by intro-
ducing vacancies in the surfaces of the initial crystals. Mg and O ions
are removed from the surfaces at random positions. They do not neces-
sarily form vacancy pairs, but are removed in the same amount to pre-
serve stoichiometry and charge neutrality. Note that the two surfaces,
belonging to the top and bottom grains, have different defect concen-
trations and distributions, and are not mirror images of one another any
more. Then the two defective surfaces are brought in contact with each
other with the same relative positions as the ones that yielded the open
complexions previously, i.e. . All atoms are held fixed, except a
region of 20 Å around the GB which is submitted to MD at 2000 K for
100 ps to simulate annealing, followed by minimization. This proce-
dure is illustrated in Fig. 6. At least five different sets of initial defective
surfaces are constructed for each disorientation.

Fig. 6 shows typical configurations obtained in the case of the
GB. The final configuration depends on the initial concentration

of vacancies introduced in the free surfaces. For a small number of va-
cancies (smaller than 0.2 to 0.3/SU), the GB forms in its open complex-
ion where a few columns are defective. For a concentration larger than
0.3/SU, the GB spontaneously adopts a more compact configuration
where atomic columns are located inside the GB plane. These compact
configurations are comparable to those obtained in the previous sec-
tion by removing vacancy pairs from an initially open complexion. Sim-
ilar results were obtained by repeating this procedure with the
and GBs.

In summary, in a bi-crystal where the initial surfaces contain defects
(interstitials, vacancies, steps, or terraces), more compact configura-
tions form preferentially. Formation of open complexions appears to re-
quire pristine, defect-free surfaces with uninterrupted Mg-O columns
along [001], like the one shown in Fig. 6a. Arguably, such well-ordered
and defect-free surfaces are unlikely to form in nature or in experi-
ments. As a reminder, it also requires that the two surfaces meet with
specific contact points. Indeed, even with pristine initial surfaces, join-
ing the two crystals with a different translation vector may yield the
compact complexion anyway, as demonstrated by conservative sam-
pling (Fig. 1).

3.6. Crystallization from a melt

Another important process by which GBs may form, is by crystalliza-
tion from a melt, when two (or more) crystals nucleate with different
crystallographic orientations. We wanted to test if a GB with the open
complexion, after melting and quenching, would recover its initial open
complexion. We begin with the previous GB structures in their open
complexions (duplicated 10 times along and ), and freeze atoms in
the top and bottom edges of the cell, while the rest of the system is
heated for 100 ps at 6000 K, well above the melting temperature. Then
the temperature is decreased to 1000 K and MD performed for 1 ns, al-
lowing for the crystals to grow from the frozen top and bottom seeds. A
barostat is used throughout the simulation to ensure that the pressure
remains close to zero. Finally, atom positions are relaxed in order to in-
vestigate the final structures.

Fig. 7 illustrates this procedure, with an example of the
GB. As the system is heated above its melting temperature,

the material becomes amorphous and ions diffuse over large distances,
especially in the directions of the GB plane. The GB itself cannot be dis-
tinguished any more, and is replaced by a thick amorphous region.
Then, as temperature is decreased to 1000 K, the material crystallizes
rapidly from the frozen top and bottom layers. Typically crystals con-
tain point defects (vacancies and interstitials), however temperature is
large enough to allow for significant diffusion, so these defects either
annihilate in the bulk, or migrate towards the GB. After 1 ns the system
is minimized, and the GB has a compact structure as shown in Fig. 7d
and e.

We repeated this procedure at least ten times for each of the three
disorientations, melting for 10 to 100 ps, and allowing for up to 1 ns for
the crystallization. The details of the atomic structure of the final con-
figuration differs from one run to another. A few vacancies or intersti-
tials may remain trapped inside one grain, the GB may contain partially
filled columns, which is understandable given the stochastic nature of
MD simulation. However, in all simulations the final GB is always in a
compact configuration. After melting and crystallization, the GB never
formed spontaneously in the open complexion, not even once. The final
configuration does not even contain a single open SU, on the contrary
all SU are compact.

While it is true that simulation times are very short, thus limiting
diffusion and causing extreme cooling rates, conservative sampling has
shown that it is virtually impossible for the system to spontaneously
change complexion (Section 3.1). Furthermore, our previous simula-
tions have shown that diffusion of vacancies towards the GB would not
transform it into an open complexion. Thus we argue that if open com-
plexions do not form in the limited times accessible with MD, then they
are unlikely to form even at longer time scales.

In order to elucidate the role of boundary conditions, we also ran
this procedure using smaller cells, containing 10 SU along but only
one along . In other words, the periodicity along the axis is
imposed to be one lattice vector. In many simulations, after melting and

Fig. 6. (a) Crystal of MgO with a pristine, defect-free surface, typically used to construct GBs in atomistic simulations. (b) A surface containing defects,
vacancies and kinks. Contours of the steps are overlaid in black. (c) Two defective surfaces are stacked to form a GB with open structural units. Note that
the system was duplicated 10 times along the direction normal to the figure. (d) After MD and relaxation, the GB spontaneously adopts a compact configuration.
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Fig. 7. Simulation of the formation of a GB from a melt. Atoms are coloured according to the centro-symmetry criterion. (a) The initial GB is in the open
complexion. Note that it was duplicated 10 times along the direction normal to the figure. (b) The system is heated above its melting temperature, at 6000 K. A
large portion of the system becomes amorphous. The top and bottom layers (where atoms are displayed as white spheres) remain frozen. (c) Temperature is decreased
to 1000 K to allow for crystallization. A GB forms at the center of the cell. (d) After minimization, the GB is in a compact state. (e) Zoom in on the final GB, where
atoms are replaced by Gaussian functions (see methods).

crystallization, we observed the spontaneous formation of open struc-
tural units. Therefore, it appears that their formation is favoured by im-
posing a short periodicity to the GB. This is probably why Yokoi and co-
workers, although they performed simulated annealing simulations at
high temperature, produced GBs with open structural units [35,40].
The preferred open complexions in such simulations can be considered
as an artefact due to unrealistically short boundary conditions. Actual
GBs in nature or experiments have a large area where ions can diffuse in
both directions, and our simulations show that compact complexions
are more favoured then.

It is noteworthy that contrary to the previous sections, no atom was
added or removed during this procedure. During the melting and subse-
quent quenching, the number of atoms remains the same as in the origi-
nal open complexion. We conclude that the absence of vacancies is a
necessary but not sufficient condition to the formation of the open com-
plexion. Specific ordering of atoms at the interface seems to be required
for the open complexion to form. Enforcing a short periodicity along
[001] introduces a bias in the ordering of atomic columns, which seems
to facilitate the formation of open configurations. On the contrary when
disorder is introduced, e.g. by modelling a larger GB area and using ele-
vated temperature, then more compact GB structures are obtained. We
conclude that boundary conditions should be chosen carefully when
modelling GBs in ionic materials, so that they do not introduce a bias in
the resulting GB structure.

4. Discussion

A GB complexion is commonly defined in literature as a periodic in-
terface, equivalent to a separate phase, which is at equilibrium with its
surrounding phases i.e. the crystalline grains [66]. Our atomic-scale
simulations reveal three different complexions for a STGB in MgO with
a given disorientation: one with open structural units, one that is the
most compact, and one with half-filled MgO columns. Conservative
sampling allows finding only the first two, the latter configuration be-
ing accessible only by removing atoms. Just like an MgO crystal con-
taining vacancies is not a new phase, the other GB configurations gener-
ated in our study are not complexions, but merely one of the three pre-
vious complexions containing vacancies.

Those three complexions were all observed experimentally. The
compact complexion of the GB was observed by Bean and

co-workers in MgO polycrystals [53]. The compact complexion of the
GB with two inner columns can be recognized in the work of

Wang et al. in MgO [46], and similar compact SU were also reported in
related STGB [45,67]. This compact complexion seems currently to be
the most documented one. Yet, the complexion with three inner
columns is very similar to the one reported by Saito, Ikuhara and
coworkers in a bi-crystal synthesized at high temperature (1500 C for
10 h) [47,51,52]. Our results suggest that one of the inner columns
should be half-filled or at least incomplete, however this is difficult to
confirm from a 2-D projection of the GB. Finally, the open complexion
of the GB was experimentally reported, to the best of our knowl-
edge, only by Kizuka et al. [68]. The scarcity of reports of open com-
plexions in literature indicates that it requires quite specific conditions
to be obtained.

By varying the atomic fraction in MgO GBs, we obtain a behaviour
that is quite different from that of metals or semiconductors. Frolov
et al. studied the influence of the atomic fraction in face-centered cu-
bic (fcc) copper [14], and Han et al. in fcc aluminium, in body-centred
cubic (bcc) tungsten, and in silicon [15]. Starting from a compact GB
complexion, they observed that the variations in the GB energies are pe-
riodic with respect to variations of (see e.g. Fig. 8 in Han et al. [15]).
Indeed, after removing an entire plane of atoms (i.e. varying by 1), it
is sensible that the GB ends up in a complexion strictly equivalent to the
initial one. In MgO we obtain a different behaviour. After varying the
atomic fraction gradually up to , which is equivalent to removing
an entire plane of ions, the GB does not return to an open complexion.
Instead it leads to a major increase in GB energy. For larger values of
a certain periodicity can be detected for in the and the GBs,
corresponding to two equivalent compact complexions ( and

). Just like in metallic and semiconducting systems, cyclic behav-
iour is only obtained between compact complexions in MgO. During
such a cycle the GB never reaches an open complexion.

The occurrence of a GB complexion is not dictated by the ground
state, but by thermodynamic equilibrium [69], which is defined by the
stability of the system with respect to small perturbations. Although the
open GB complexions are associated with the lowest formation energies
and hence the ground state, our curves (Fig. 4) show that they are
extremely sensitive to the presence of vacancies: a small variation of
results in a large increase of and in a rapid compaction, showing that
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this complexion is not stable with respect to small variations of the va-
cancy concentration. Even in pristine MgO, at finite temperature vacan-
cies (or vacancy pairs) are naturally present, and tend to segregate at
GBs (as also evidenced by our own calculations in Fig. 2). The fact that
the open complexions are so easily destabilized by such defects, means
that they cannot be at equilibrium with surrounding grains at finite
temperature. This result is key to understanding why the open complex-
ions are so rarely observed in natural or synthesized samples. By con-
trast, compact complexions endure relatively small variations in their
atomic structures, interface energies, and excess volumes, when va-
cancy pairs are removed from them (Fig. 4). Compact complexions are
stable with respect to variations in the chemical potential.

This suggests a critical concentration of vacancies (associated with a
critical temperature) below which the open complexion is more stable,
and above which compact complexions become more stable, as ex-
pected from thermodynamics [69]. It rationalizes the common observa-
tions of compact complexion in oxides and suggests that the open com-
plexion, as observed by Kizuka et al. [68], owes to the epitaxial growth
on a sodium chloride (NaCl) surface, and the relatively low temperature
(300 C) which severely limited vacancy concentration and diffusion.

Scarceness of open complexions can also be understood from a sta-
tistical point of view. For a given disorientation, among the thousands
of configurations that we sampled (Fig. 4), only a single one corre-
sponds to the open complexion, meaning it has a very low probability of
occurrence. Formation of the open complexion requires the whole GB
area to form initially with only open structural units (e.g. from pristine,
ideal surfaces), and it also requires that no vacancies are absorbed after
its formation, because vacancies destabilize open SU (Fig. 4). Such
drastic requirements are unlikely to be met in nature or in experiments.
By contrast, thousands of configurations that we modelled are compact.
These configurations do not require special care in the sample prepara-
tion nor any specific ordering, although a few of them do exhibit peri-
odic structural units. Compact configurations are therefore much likely
to be obtained, especially when the number of defects at the initial sur-
faces is uncontrolled, when the sample is prepared at finite tempera-
ture, or when the GB was formed after crystallization from a melt.

The present study demonstrates that the presence of defects (vacan-
cies or vacancy pairs) is sufficient to destabilize open complexions, and
to favour the formation of more compact configurations. Such mecha-
nisms likely apply to asymmetric tilt grain boundaries as well, where
open structural units as described by Yokoi et al. [40] are probably eas-
ily destabilized by defects, and more compact structures are reported by
experimental observations, like those by Bean et al. [53]. Another im-
portant degree of freedom in ionic materials is deviation from stoi-
chiometry. It would be interesting to model the effect of oxygen vacan-
cies on the stability of GB, and on their mobility. Although we focused
on MgO as a model ionic material with the rock-salt lattice, we expect
our conclusions to be transferable to grain boundaries in other related
compounds, including metal oxides (CaO, SrO, BaO, and quite possibly
transition metal oxides like CrO, NiO, FeO), fluorides (LiF, NaF, AgF),
or chlorides (NaCl, AgCl). Further simulations would be needed to con-
firm if it is the case. Finally, it is possible that other defects like disloca-
tions, impurities, or junctions with other grain boundaries, would play
a similar role and favour compact structures. Such interactions between
GBs and other defects remain to be studied.

5. Conclusions

We modelled symmetric tilt grain boundaries in MgO, and investi-
gated the effect of vacancies on the stability of their open and compact
complexions. Open GB complexions constitute the ground states for this
family of GBs, but can only form when particular conditions are met. In
most cases, imperfections at surfaces and interfaces favour the forma-
tion of compact GB complexions. After the formation of the initial GB,
the segregation of vacancies destabilizes open structural units, thus

favouring compact configurations even further. It follows that open
complexions are not stable with respect to small variations in the va-
cancy concentrations inside the grains. These mechanisms provide an
explanation to the prevalence of compact GB complexions, as consis-
tently observed in most applications, e.g. ceramics synthesized at ele-
vated temperature or rock-salt minerals formed in natural conditions.
Studies focusing solely on the open complexion are being sidetracked
and probably of little relevance for practical applications. Instead, mod-
elling should focus on compact complexions (most GBs may have more
than one), including those containing half-filled or defective columns,
in order to bring a better understanding of GBs in rock-salt ceramics
and minerals.
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